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PREFACE

In the present volume I have tried to make the discussion of the various parts of the subject, which are here given, as full as possible; and there will be found much which has hitherto not appeared except in mathematical journals. At the same time, the treatise does not profess to be complete. Among the parts omitted are the investigations by Fuchs on the integration of linear differential equations, those of Königsberger on the irreducibility of differential equations, the discussion of Pfaff’s equation, the recent researches of Hermite and Halphen, and the geometrical applications of the hypergeometric series by Klein; only a very slight sketch of Jacobi’s method for partial differential equations is attempted, and there is no indication of the methods of Cauchy, Lie and Mayer. These, and others here omitted, I hope to give in another volume at some future date.

While writing this volume I have consulted many authorities in the shape of treatises, memoirs and textbooks; and, though it is impossible to give in detail every reference, I wish in particular to mention, as having been of great use, Boole’s Treatise and his Supplement, Moigno, Inschenetsky and Mansion; and I have used, to a slighter extent than these, Gregory’s Examples, Serret and De Morgan. Many references to original memoirs will be found in various chapters.

There occur, scattered throughout the book, many examples, amounting in number to more than eight hundred. Most of these are taken from University and College Examination papers set in Cambridge at various times; some are new, and many of them are results
exctracted from memoirs which have been consulted. In the case of the last, the original authority is, I think, always indicated. I cannot hope that, among so many, all results given are correct and all equations set are soluble; and I shall be glad to receive corrections of any mistakes actually found.

In conclusion, I wish to express the very great obligations under which I lie to my friend and former tutor Mr H. M. Taylor, of Trinity College, Cambridge, for his kindness in the revision of the proof-sheets. He has caused the removal of many obscurities and has made many valuable suggestions of which I have continually availed myself. My thanks are also due to my friend Mr J. M. Dodds, of St Peter's College, Cambridge, for his kindness in reading some of the early sheets.

A. R. FORSYTH.

Trinity College, Cambridge.
September, 1885.

PREFACE TO THE SECOND EDITION

This edition will be found to differ very slightly from the first. In its preparation I have been much helped by the kindness of many friends and correspondents who have sent me notification of mistakes and misprints.

My thanks are specially due to Dr Hermann Maser of Berlin for the honour he has done me in translating my book into German.

A. R. F.

Trinity College, Cambridge.
September, 1888.

The present edition will be found to differ substantially from the first two editions. Much of the book has been revised; and there are definite additions.

The principal changes in the portions that belong to the earlier editions occur in a modified treatment of Riccati's equation, in an amplified discussion of the condition of integrability of a total differential equation, and in a complete alteration of the proof of the main proposition relating to the integral of Lagrange's linear partial differential equation of the first order.

The principal additions consist of a brief sketch of Runge's method for the numerical solution of ordinary differential equations, here limited to equations of the first order: of an outline of the method devised by Frobenius for the integration of linear equations in series, the exposition being limited to equations of the second order and applied to Bessel's equations in particular: and of an introduction to Jacobi's theory of multipliers.

At the end of the book I have placed, as a group of general examples, a selection of between two and three hundred equations and questions chosen from examination papers which have been set within the University of Cambridge during the last fifteen years.

I must again acknowledge the kindness of friends and correspondents who have sent me notification of mistakes and misprints; and it is a pleasure to thank the Staff of the University Press for their unfailing assistance during the printing of the volume.

I would add my thanks to Dr Alfredo Arbicone for the honour he has done me by translating the book into Italian.

A. R. F.

Trinity College, Cambridge.
September, 1903.
A few additions have been made, each of them brief in itself. In association with the note on the method of Frobenius for the integration of ordinary linear equations in series, I have given further notes on equations which have all or only some or even none of their integrals of the type called regular. The section dealing with total differential equations has been amplified so as to indicate the methods of obtaining an integral equivalent of Pfaffian equations when there are three variables and four variables respectively. In partial equations, the main changes are the insertion of a brief discussion of complete homogeneous linear systems of the first order, the use of these systems in the general construction of the intermediate integral of an equation of the second order when it possesses an intermediate integral, and a modified account of Ampère's method for equations of the second order.

In conclusion I desire, once again, to tender my cordial thanks to the ever-courteous and helpful Staff of the University Press.

A. R. F.

Imperial College of Science and Technology, S.W.
May, 1914.
PREFACE TO THE FIFTH EDITION

The present issue is almost an exact reprint of the fourth edition. The pagination is unaltered; and the changes mainly consist of corrections which were found to be necessary, when the volume of Solutions of the Examples (1918) was being prepared.

Once more, my thanks are tendered to the Staff of the Cambridge University Press, who maintain their high tradition of unfailing help.

A. R. F.

Imperial College of Science and Technology, S.W.

September, 1921.

PREFACE TO THE SIXTH EDITION

The only differences between the preceding edition and the present edition consist of occasional verbal modifications. No additions have been made: the pagination remains unaltered.

Again I would thank the Staff of the Cambridge University Press for their assistance and care during the printing of the volume.

A. R. F.

September, 1928.
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CHAPTER I

INTRODUCTION

1. When one variable quantity \( y \) is a function of another variable quantity \( x \), the relation between the two may be exhibited by means of an equation such as

\[
\phi(x, y) = 0.
\]

In this equation constants may occur; let one of such constants be denoted by \( a \). If the equation be solved for \( y \) in terms of \( x \), this constant \( a \) will enter into the expression for \( y \); and, by taking different values for \( a \), there will in general be obtained a number of corresponding values for \( y \). If it be desired to indicate in the fundamental relation the fact that the value of \( y \) depends on that of \( a \), this may be done by writing the above equation in the form

\[
\phi(x, y, a) = 0 \quad \text{(i)}.
\]

Now it is possible to derive from this equation another, which shall include all the values of \( y \) that can be obtained by assigning all the possible values to the constant \( a \). The differential coefficient of \( y \) with regard to \( x \) is given by

\[
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} \frac{dy}{dx} = 0 \quad \text{(ii)},
\]

in which \( \frac{\partial}{\partial x} \) and \( \frac{\partial}{\partial y} \) indicate partial differentiation with regard to \( x \) and \( y \) respectively. Equation (ii) will in general involve the constant \( a \), which occurs in (i); and, if between these two equations the constant be eliminated, the result of the elimination will be of the form

\[
f_x(x, y, \frac{dy}{dx}) = 0 \quad \text{(iii)},
\]
where $f$ is a definite function depending on the form of the function $\phi$ in equation (i). Now equation (iii) includes all the values of $y$, which can arise from (i); for, while it is derived from the two equations (i) and (ii), in each of which $a$ occurs, yet of the particular value of this quantity no special account is taken and, were any other constant as $a'$ substituted for $a$ in all the steps of the elimination, the result would be the same, since the constant is made to disappear from the result.

In the same way, if $y$ depended on two constants $a$ and $b$ in a manner defined by an equation

$$\Phi(x, y, a, b) = 0,$$

and if the equations which give the first and second differential coefficients of $y$ with regard to $x$ were written down, the two constants $a$ and $b$ could be eliminated, and the resulting equation would be of the form

$$F(x, y, \frac{dy}{dx}, \frac{d^2y}{dx^2}) = 0 \quad \text{.........(iii)'}.$$

In all cases, the functions $f$ and $F$ can be deduced (by any of the customary methods) when the forms $\phi$ and $\Phi$ are given.

In particular, if such a form be

$$\theta(x, y) = a,$$

from which $a$ is to be eliminated, then, as the equation embracing all the values of $y$, we have at once

$$\frac{\partial \theta}{\partial x} + \frac{\partial \theta}{\partial y} \frac{dy}{dx} = 0,$$

no further elimination being needed.

Thus, for example, the equation

$$y^2 = 4ax$$

leads to the equation

$$y = 2x \frac{dy}{dx},$$

which is the general equation of all parabolas having the same axis and vertex.

Such relations as (iii) and (iii)’ are called Differential Equations; the equation (i), which is free from all differential coefficients, is called a solution of (iii). As, in passing from (i) to (iii), a single arbitrary constant was removed, so conversely, in passing from (iii) to (i), it is just to expect that a single arbitrary constant will be introduced; and since, in eliminating $n$ arbitrary constants, there are needed the equations giving the first $n$ differential coefficients in addition to the original equation, so conversely, in passing from such a relation between differential coefficients up to the $n$th inclusive to an equation free from them and equivalent to this relation, it is just to expect that $n$ arbitrary constants will be introduced.

It is not difficult to see how these arbitrary quantities must enter into the solution of the equation. For the sake of simplicity, let us consider an equation such as

$$M + N \frac{dy}{dx} = 0,$$

in which $M$ and $N$ are functions of $x$ and $y$. Let $x$ and $y$ represent the Cartesian coordinates of a point $P$ in a plane referred to two rectangular axes. Then the equation (i) is the equation of a curve; and $\frac{dy}{dx}$ is the trigonometrical tangent of the angle, which the tangent to the curve at the point $P$ makes with the axis of $x$, so that the above differential equation gives the direction of a line at every point in the plane. Let any point $A$ be taken on the axis of $y$, and let us proceed from $A$ for a very short distance in the direction given by the value which $\frac{dy}{dx}$ has at $A$; we shall thus come to another point $B$. Let us proceed now from $B$ through a very short distance in the direction given by the value which $\frac{dy}{dx}$ has at $B$; we shall thus come to another point $C$. If this process be carried out for a number of directions in succession, a figure will be traced in the plane; and, when each of the distances through which we suppose the tracing point to move becomes indefinitely small, the figure will become a curve passing through $A$. This curve will have a definite equation, which may be exhibited in the form

$$F(x, y, y_0) = 0,$$

where $y_0$ is the ordinate of $A$. Had another initial point $A'$ been
chosen instead of \( A \), then another curve would have been obtained, and into its equation the magnitude of the ordinate of \( A' \) would have entered. The same result would ensue from taking each point in succession on the axis of \( y \), because usually one curve and only one passes through each such point. As each equation, or one single equation as the representative of all, may be considered a solution of the differential equation, it is evident that into the solution of the example we have been considering one arbitrary constant will enter; and therefore, if by any method we can obtain an equation free from differential coefficients, it must be expected that an arbitrary constant will be contained in that equation. But this arbitrary constant obtained by the latter method will not necessarily be the ordinate of the point, at which the curve, represented by the solution, and the axis of \( y \) intersect; an arbitrary element would have entered into the equation, had the tracing of the curve begun from a point in the plane not lying on one of the coordinate axes.

In the example considered, the equation giving \( \frac{dy}{dx} \) had only a single root; when it is of the form

\[
\left( \frac{dy}{dx} \right)^2 + P \frac{dy}{dx} + Q = 0,
\]

then the integral equation may be expected to be of the form

\[ A^2 + AP + Q = 0, \]

where \( A \) is an arbitrary constant. And it is not difficult to see that, if the differential equation be of the \( n \)th degree in \( \frac{dy}{dx} \), then the corresponding integral equation may be expected to contain an arbitrary constant raised to the \( n \)th and lower powers.

4. From what has been said as to one of the methods by which differential equations can be constructed, it might be deemed an easy matter to return from the differential to the integral equation; but this is not so. The steps of an elimination cannot be retraced, and therefore some other method or methods must be adopted. The methods which are most effective for the solution of several different forms of differential equations will be discussed hereafter.
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But suppose that the properties of the logarithm were unknown, and that the differential equation

$$\frac{dy}{dx} = \frac{1}{x}$$

were proposed for solution. We should then have

$$y = A + \int \frac{dx}{x}$$

and, calling

$$\int \frac{dx}{x} = f(x),$$

we should prove the relation

$$f(x) + f(y) = f(xy),$$

and become acquainted with the properties of this new function so as to include it amongst known functions. But, had we not been able to deduce the properties of \( f(x) \), the value of \( y \) given by

$$A + \int \frac{dx}{x}$$

would still have been considered a solution of the differential equation. In fact, every differential equation is considered as solved, when the value of the dependent variable is expressed as a function of the independent variable by means either of known functions or of integrals, whether the integrations in the latter can or cannot be expressed in terms of functions already known. Thus, for instance,

$$y = A + \int e^x \, dx$$

is a solution of

$$\frac{dy}{dx} = e^x,$$

although the value of \( y \) cannot be expressed otherwise than in this form without the introduction of a new function the properties of which can be investigated. In this way the solution of differential equations is continually suggesting new functions to be added to the stock of those already known.

(8) Before we proceed further, it is desirable to give definitions of some terms used in the subject.

5-6

Any equation, which expresses a relation between dependent variables, their differential coefficients of any order whatever, and the independent variables, is called a differential equation.

Differential equations are divided into two species, viz.:

I. Ordinary differential equations, into which only a single independent variable enters, either explicitly or implicitly. All the differential coefficients have reference to this variable. Should there be several dependent variables, the number of equations necessary for their complete determination as functions of the independent variable is equal to the number of such variables. Thus, for instance, we might have

$$\frac{d^2 x}{dx^2} + \mu x = 0,$$

in which \( x \) is a function of the only independent variable \( t \); and

$$\left( x^2 + y^2 \right) \frac{d^2 x}{dt^2} + \mu x = 0,$$

$$\left( x^2 + y^2 \right) \frac{d^2 y}{dt^2} + \mu y = 0,$$

in which both \( x \) and \( y \) are functions of \( t \).

II. Partial differential equations, into which two independent variables at least, and partial differential coefficients with regard to any or all of these variables, may enter. If several dependent variables be present, the number of separate equations must be not less than the number of the separate dependent variables; but the occurrence of such systems of equations is relatively rare. As examples of partial differential equations, we may consider

$$\frac{\partial^2 z}{\partial x^2} \frac{\partial^2 z}{\partial y^2} - \left( \frac{\partial^2 z}{\partial x \partial y} \right)^2 = 0,$$

and

$$\frac{\partial \phi}{\partial x} = \frac{\partial \psi}{\partial y},$$

$$\frac{\partial \phi}{\partial y} = - \frac{\partial \psi}{\partial x}.$$
power to which the highest differential coefficient is raised, when the equation is rational and integral in the differential coefficients and is one-valued in the variables themselves.

The equation

\[ y = x \frac{dy}{dx} + \alpha \frac{d^2y}{dx^2} \]

is of the first order and the second degree; the equation

\[ \left\{ 1 + \left( \frac{dy}{dx} \right)^2 \right\}^{\frac{1}{2}} = \alpha \frac{d^2y}{dx^2} \]

is of the second order and the second degree.

If a differential equation be such that, when it is rationalised and freed from fractions, the differential coefficients and the dependent variable enter in the first power and there are no products of these, while the coefficients in the separate terms are either constants or functions of the independent variables, the equation is called linear. The following are examples of linear equations:

\[ (1 - x^2) \frac{d^2y}{dx^2} + 2x \frac{dy}{dx} + n(n+1)y = 0. \]

\[ \frac{\partial^2 V}{\partial x^2} + \frac{\partial^2 V}{\partial y^2} + \frac{\partial^2 V}{\partial z^2} = 0. \]

\[ x \frac{\partial z}{\partial x} + y \frac{\partial z}{\partial y} - z = 0. \]

The relation, which exists between the variables themselves without their differential coefficients and which is the most general one possible, is called sometimes the general solution, and sometimes the primitive, of the differential equation.

The process of constructing the primitive of a given differential equation will frequently be the deduction of a first integral of the differential equation, that is, an equation of an order lower by unity than that of the original equation and containing an arbitrary constant; then of a first integral of the latter which will be a second integral of the original equation; and so on, until differential coefficients cease to appear. The primitive will be found when the operation has been repeated the number of times equal to the order of the original differential equation. Now the form of the first integral may be affected by any transformation to which the equation may be subjected prior to integration; and, since a given equation may be transformed in a number of different ways, there might be a corresponding number of different first integrals. But these will not all be necessarily independent: that is, some among them may be obtained by combinations of the remainder, with appropriate relations among the arbitrary constants. As a matter of fact, if the equation be of the \( n \)th order, it cannot have more than \( n \) independent first integrals. For example, the differential equation

\[ \frac{d^2y}{dx^2} + y = 0 \]

has the following first integrals, viz.:

\[ (\frac{dy}{dx})^2 + y^2 = A^2; \]

\[ \frac{dy}{dx} \cos x + y \sin x = B; \]

\[ \frac{dy}{dx} \sin x + y \cos x = C; \]

\[ \frac{dy}{dx} = y \cot (x + \alpha); \]

but they are not all independent; the four constants \( A, B, C, \alpha \), being connected by the equations

\[ B = A \cos \alpha, \quad C = A \sin \alpha, \quad B^2 + C^2 = A^2. \]

When a system of first integrals has been so obtained in any case, it can be used as a simultaneous system, from which the highest differential coefficients can be eliminated; and if independent first integrals of the equation, equal in number to the order of the equation, have been obtained, all the differential coefficients can be eliminated from them so as to leave the primitive. Thus, from the second and the third integrals in the foregoing example, we might deduce

\[ y = B \sin x + C \cos x; \]

and, from the first and the fourth,

\[ y = A \sin (x + \alpha); \]
each being a primitive. These solutions are seen to coincide on account of the relations between the constants.

8 We proceed now to give reasons for the statement made in the last paragraph; but they must be regarded rather as suggesting, than as proving, the inference. A rigorous proof involves considerations connected with the general theory of functions, and can be based upon existence-theorems which will be found elsewhere*.

A differential equation of the order \( n \) has \( n \), and cannot have more than \( n \), independent first integrals.

From what has already been said, it is clear that an integral relation between \( y \) and \( x \) involving \( n \) arbitrary independent constants would lead to a differential equation of the order \( n \). Let the given integral equation be differentiated \( n - 1 \) times in succession; the \( n - 1 \) resulting equations will involve all the differential coefficients up to the \((n - 1)^{th}\) inclusive and there will, with the original equation, be \( n \) equations in all. Now from \( n \) equations, in which \( n \) quantities occur, all but one of these quantities can be eliminated. Let the \( n \) arbitrary constants be denoted by \( C_1, C_2, \ldots, C_n \); and from the \( n \) equations, which we have, let us eliminate all the arbitrary constants except \( C_1 \). The resulting equation will involve the variables and the derivatives of \( y \) up to the \((n - 1)^{th}\) inclusive and will also involve \( C_1 \); it will therefore be a first integral of the differential equation of the order \( n \) which is equivalent to the given integral relation. Now eliminate all the arbitrary constants except \( C_1 \); the resulting equation will now involve \( C_1 \) and, as before, derivatives of \( y \) up to the \((n - 1)^{th}\) inclusive and will therefore be a first integral of the differential equation; it will, moreover, be independent of the former, since \( C_1 \) is independent of \( C_1 \). Proceeding in this way with all the constants in turn, we shall obtain \( n \) independent first integrals, each of which arises from the elimination of all but one of the \( n \) independent constants.

As there are not more than \( n \) independent constants occurring in the general integral equation, any other constant, which could appear in it, must depend on \( C_1, C_2, \ldots, C_n \); let \( A \) be such

\* See the author's Theory of Differential Equations, vol. II., chap. II.
the partial differential coefficients of \( F \) of the first order with regard to each of these variables are separately zero. Thus we have

\[
\begin{align*}
\frac{\partial F}{\partial u_1} \frac{\partial u_1}{\partial x_1} + \frac{\partial F}{\partial u_2} \frac{\partial u_2}{\partial x_1} + \cdots + \frac{\partial F}{\partial u_n} \frac{\partial u_n}{\partial x_1} &= 0, \\
\frac{\partial F}{\partial u_1} \frac{\partial u_1}{\partial x_2} + \frac{\partial F}{\partial u_2} \frac{\partial u_2}{\partial x_2} + \cdots + \frac{\partial F}{\partial u_n} \frac{\partial u_n}{\partial x_2} &= 0, \\
\cdots & \cdots & \cdots \\
\frac{\partial F}{\partial u_1} \frac{\partial u_1}{\partial x_n} + \frac{\partial F}{\partial u_2} \frac{\partial u_2}{\partial x_n} + \cdots + \frac{\partial F}{\partial u_n} \frac{\partial u_n}{\partial x_n} &= 0.
\end{align*}
\]

Let the ratios of the \( n \) partial differential coefficients of \( F \) with regard to the \( u's \) be eliminated between these \( n \) equations, which are linear in these quantities; the result of the elimination is

\[
\begin{vmatrix}
\frac{\partial u_1}{\partial x_1} & \frac{\partial u_2}{\partial x_1} & \cdots & \frac{\partial u_n}{\partial x_1} \\
\frac{\partial u_1}{\partial x_2} & \frac{\partial u_2}{\partial x_2} & \cdots & \frac{\partial u_n}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial u_1}{\partial x_n} & \frac{\partial u_2}{\partial x_n} & \cdots & \frac{\partial u_n}{\partial x_n}
\end{vmatrix} = 0,
\]

and this is identically satisfied. The value of a determinant is unaltered by the change of rows into columns and columns into rows; when these changes take place the above equation becomes equation (ii), which is therefore identically satisfied.

**Lemma II.** The converse of this is also true: If \( u_1, u_2, \ldots, u_n \) be \( n \) functions of \( n \) independent variables \( x_1, x_2, \ldots, x_n \), and if the equation

\[
\begin{vmatrix}
\frac{\partial u_1}{\partial x_1} & \frac{\partial u_1}{\partial x_2} & \cdots & \frac{\partial u_1}{\partial x_n} \\
\frac{\partial u_2}{\partial x_1} & \frac{\partial u_2}{\partial x_2} & \cdots & \frac{\partial u_2}{\partial x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial u_n}{\partial x_1} & \frac{\partial u_n}{\partial x_2} & \cdots & \frac{\partial u_n}{\partial x_n}
\end{vmatrix} = 0
\]

be identically satisfied, then the functions \( u_1, u_2, \ldots, u_n \), are not independent of one another, but are connected by a relation of the form

\[
F(u_1, u_2, \ldots, u_n) = 0.
\]

If the \( n - 1 \) functions \( u_1, u_2, \ldots, u_{n-1} \) be not independent of one another, then the proposition to be proved is at once granted; we may therefore suppose them independent of one another.

Between the \( n \) equations expressing the \( n \) functions \( u \) we can eliminate \( n - 1 \) of the variables; if the remaining variable, say \( x_n \), be not thereby eliminated, the result may be written in the form

\[
u_n = \phi(u_1, u_2, \ldots, u_{n-1}, x_n).
\]

If the equation of condition be written in the form

\[
\frac{\partial (u_1, u_2, \ldots, u_n)}{\partial (x_1, x_2, \ldots, x_n)} = 0,
\]

we may write the theorem for the multiplication of determinants in the form

\[
\frac{\partial (u_1, u_2, \ldots, u_n)}{\partial (x_1, x_2, \ldots, x_n)} = \frac{\partial (u_1, u_2, \ldots, u_{n-1}, \phi)}{\partial (x_1, x_2, \ldots, x_{n-1}, x_n)} \times \frac{\partial (x_1, x_2, \ldots, x_n)}{\partial (x_1, x_2, \ldots, x_{n-1})}.
\]

The left-hand side is zero by hypothesis. Since the functions \( u_1, u_2, \ldots, u_{n-1} \) are independent, the first factor on the right-hand side is \( \frac{\partial \phi}{\partial x_n} \), and the second is \( \frac{\partial (u_1, u_2, \ldots, u_{n-1})}{\partial (x_1, x_2, \ldots, x_{n-1})} \). One of these must therefore vanish.

If it be the former, then \( \phi \) is explicitly independent of \( x_n \), so that \( u_n \) is a function of \( u_1, u_2, \ldots, u_{n-1} \) only; and there is thus a relation between the original \( n \) functions.

If it be the latter, we have

\[
\frac{\partial (u_1, u_2, \ldots, u_{n-1})}{\partial (x_1, x_2, \ldots, x_{n-1})} = 0,
\]

an equation, which corresponds to the given equation of condition but in which there are only \( n - 1 \) functions of \( n - 1 \) variables, since for the differentiations that now occur \( x_n \) may be considered a constant. This equation is treated in the same manner as before; and we should find either that there is a relation between \( u_1, u_2, \ldots, u_{n-1} \), considered as functions of \( x_1, x_2, \ldots, x_{n-1} \), or that a new equation involving \( n - 2 \) functions of \( n - 2 \) variables would hold. If the relation between \( u_1, u_2, \ldots, u_{n-1} \) exists, it will be of the form

\[
\psi(u_1, u_2, \ldots, u_{n-1}, x_n) = 0;
\]

which will involve \( x_n \) since we have assumed that \( u_1, u_2, \ldots, u_{n-1} \), are independent of one another. Between \( \psi = 0 \) and \( u_n = \phi \) we can eliminate \( x_n \), and obtain a relation between \( u_1, u_2, \ldots, u_n \).
Proceeding in this manner and diminishing by unity each time the number of functions, which enter into the equation of condition, we can prove that one of the two necessary inferences at each reduction is the statement contained in the proposition. And when the reduction has been repeated \( n - 1 \) times, the only alternative to the proposition is that any one of the \( n \) functions \( u \), say \( u_n \), selected at will, should be such as to satisfy the relation
\[
\frac{\partial u}{\partial x_n} = 0,
\]
where \( x_n \) is any one of the \( n \) variables \( x \). This is manifestly not the case: for each of the functions \( u \) involves some of the variables.

Hence the proposition follows.

**10.** As a particular instance of the general lemmas, we have the following. Let \( U \) and \( V \) be two functions of two independent variables \( x \) and \( y \); if \( V \) can be expressed as a function of \( U \) alone, we must have
\[
\frac{\partial U}{\partial x} \frac{\partial V}{\partial y} - \frac{\partial U}{\partial y} \frac{\partial V}{\partial x} = 0;
\]
and conversely, if this equation be satisfied identically, there is a relation between \( U \) and \( V \), satisfied for all values whatever of \( x \) and \( y \), such that
\[
V = f(U).
\]

**Ex. 1.** Are the functions
\[
x + 2y + z, \quad x - 2y + 3z, \quad 2xy - xz + 4yz - 2z^2
\]
independent of one another?

The equation of condition is
\[
\begin{vmatrix}
1 & 1 & 2y - z \\
2 & -2 & 2x + 4z \\
1 & 3 & -x + 4y - 4z
\end{vmatrix} = 0,
\]
which is evidently satisfied identically; therefore the three functions are dependent.

To find the relation between them, if we call them \( u_1, u_2, u_3 \), we have
\[
2x = u_1 + u_2 - 4z, \quad 4y = u_1 - u_2 + 2z;
\]
and therefore
\[
4u_3 = u_1^2 - u_2^2;
\]
on substituting these values.

**Ex. 2.** Prove that the functions \( ax^2 + by^2 + cz^2, \quad Ax + By + Cz \), and
\[
ad^2(Bc + Cb) + by^2(Ca + Ah) + d^2(Ab + Bc) - 2abc(BCy + CAy + ABCy),
\]
are not independent; and find the relation between them.

Now consider two coexistent equations \( U = 0 \) and \( V = 0 \), involving two variables \( x \) and \( y \); and suppose that, for simultaneous values of \( x \) and \( y \) which satisfy them, they determine a common value of \( \frac{dy}{dx} \). Then, as this common value is given by the relations
\[
\frac{\partial U}{\partial x} + \frac{\partial U}{\partial y} \frac{\partial U}{\partial x} = 0, \quad \frac{\partial V}{\partial x} + \frac{\partial V}{\partial y} \frac{\partial V}{\partial x} = 0,
\]
we must have
\[
J = \frac{\partial U}{\partial x} \frac{\partial V}{\partial y} - \frac{\partial U}{\partial y} \frac{\partial V}{\partial x} = 0.
\]

If this equation \( J = 0 \) is satisfied identically, the quantities \( U \) and \( V \) are not independent of one another; in that event, the two coexistent equations, \( U = 0 \) and \( V = 0 \), are not independent of one another.

If the equation \( J = 0 \) is not satisfied identically, but only in virtue of \( U = 0 \), or \( V = 0 \), or \( U = 0 \) and \( V = 0 \), then we cannot infer the relative dependence of the two equations. Neither of them can be satisfied solely by means of the other.

**Ex. 3.** As an example of the first case, let
\[
U = y(x - y)^2 + x(1 - y)^2, \quad V = (1 - x)(1 - y) - xy.
\]
It is easy to prove that the quantity
\[
\frac{\partial U}{\partial x} \frac{\partial V}{\partial y} - \frac{\partial U}{\partial y} \frac{\partial V}{\partial x}
\]
vanishes identically. The quantities \( U \) and \( V \) are then connected by some relation; the relation is
\[
U^2 + V^2 = 1.
\]

The equations \( U = a = 0, \quad V = b = 0 \), are not independent; we must have \( a^2 + b^2 = 1 \) as a condition of coexistence, and then the two equations are effectively equivalent to a single equation.

**Ex. 4.** As an example of the alternative case, let
\[
U = x^2 + y^2 - 1, \quad V = x \cos a + y \sin a - 1,
\]
where \( a \) is a constant. Then
\[
J = \frac{\partial U}{\partial x} \frac{\partial V}{\partial y} - \frac{\partial U}{\partial y} \frac{\partial V}{\partial x} = 2(x \sin a - y \cos a),
\]
which manifestly does not vanish identically. The quantities \( U \) and \( V \) are independent of one another.

The quantity \( J \) vanishes when \( U = 0 \) and \( V = 0 \), for
\[
\frac{1}{2} J^2 = U - V^2 - 2V.
That is, when the two equations \( U = 0 \) and \( V = 0 \) are postulated, \( J \) vanishes; but it does not vanish identically. The two equations are independent of one another; they have the property merely of leading to the same value of \( \frac{dy}{dx} \) for particular values of \( y \) and \( x \) which satisfy both of them.

The same kind of result is true, when we have any number \( n \) of coexistent equations

\[
u_1 = 0, \quad u_2 = 0, \quad \ldots, \quad u_n = 0,
\]

involving \( n \) variables \( x_1, x_2, \ldots, x_n \). Let \( J \) denote their Jacobian, so that

\[
J = \frac{\partial (u_1, u_2, \ldots, u_n)}{\partial (x_1, x_2, \ldots, x_n)}.
\]

When \( J \) vanishes identically, the \( n \) equations are not independent of one another.

When \( J \) vanishes, not identically but only in virtue of some or of all the equations, we cannot infer any relative dependence among the equations. No one of them can be satisfied solely by means of the rest.

When \( J \) does not vanish, there is no question of the relative dependence of the equations.

**CHAPTER II**

**DIFFERENTIAL EQUATIONS OF THE FIRST ORDER**

11. The general differential equation of the first order may be represented by

\[
F \left( x, y, \frac{dy}{dx} \right) = 0,
\]

where \( F \) is a rational and integral function so far as the differential coefficient is concerned. In this general form, the equation cannot be integrated; but there are certain particular forms, to one or other of which many equations can be reduced, and which admit of immediate solution. These forms are called standard forms.

12. Before considering them in detail, we will prove a proposition, which is merely a particular case of the general theorem indicated in § 8, viz., that a differential equation expressible in the form

\[
M \frac{dy}{dx} = N,
\]

where \( M \) and \( N \) are one-valued functions of \( x \) and \( y \), can have only one independent primitive.

Suppose that, if it be possible, two primitives

\[
\phi_1 (x, y) = a, \quad \phi_2 (x, y) = b,
\]

have been obtained. From the first of these, the value of \( \frac{dy}{dx} \) is given by

\[
\frac{\partial \phi_1}{\partial x} + \frac{\partial \phi_1}{\partial y} \frac{dy}{dx} = 0,
\]
and therefore
\[
M \frac{\partial \phi_2}{\partial x} + N \frac{\partial \phi_2}{\partial y} = 0.
\]

Treating the second primitive in the same way, we should obtain the equation
\[
M \frac{\partial \phi_2}{\partial x} + N \frac{\partial \phi_2}{\partial y} = 0.
\]

The elimination of the one-valued functions \( M \) and \( N \) between these two equations gives
\[
\frac{\partial \phi_1}{\partial x} \frac{\partial \phi_2}{\partial y} - \frac{\partial \phi_1}{\partial y} \frac{\partial \phi_2}{\partial x} = 0.
\]

This equation must be satisfied identically: for it does not contain \( a \) or \( b \), and therefore it cannot be satisfied in virtue of \( \phi_2 = a \) or \( \phi_2 = b \). Consequently (§ 10) \( \phi_2 \) is some function of \( \phi_1 \). Hence the two primitives are not independent; and the second can be expressed in the form
\[
F(\phi_1) = b,
\]
which is resolvable into equations of the form
\[
\phi_1 = a,
\]
each of which is only a repetition of the first of the primitives.

If therefore in solving such a differential equation any primitive has been obtained, this may be looked upon as the general solution of the equation; for, from it, all other primitives can be derived.

13. STANDARD I.

The equation \( Mdy = Ndx \) can always be solved when the variables can be separated. For, in this case, the equation may be changed to the form
\[
Ydy = Xdx,
\]
where \( Y \) is a function of \( y \) alone, and \( X \) a function of \( x \) alone; and
the equation can be integrated in the form
\[
\int Ydy = \int Xdx + A,
\]
\( A \) being an arbitrary constant.

Ex. 1. Solve
\[
\frac{dy}{dx} + \frac{1 - y^2}{(1 - x^2)^{3/2}} = 0.
\]

The variables can be separated and the equation becomes
\[
\frac{dy}{\sqrt{1 - y^2}} + \frac{dx}{\sqrt{1 - x^2}} = 0,
\]
one integral of which is
\[
\arcsin y + \arcsin x = c.
\]

But the equation may be written
\[
(1 - x^2)^{3/2} dy + (1 - y^2)^{3/2} dx = 0,
\]
which, after integration by parts, gives
\[
y (1 - x^2)^{3/2} + \int \frac{xy}{\sqrt{1 - x^2}} dx + x (1 - y^2)^{3/2} + \int \frac{xy}{\sqrt{1 - y^2}} dy = c.
\]

But
\[
\frac{xy}{\sqrt{1 - x^2}} + \frac{xy}{\sqrt{1 - y^2}} = 0;
\]
and therefore an integral is
\[
y (1 - x^2)^{3/2} + x (1 - y^2)^{3/2} = c.
\]

This affords an illustration of the proposition in the preceding paragraph; for the latter primitive can be derived from the former by taking the sine of both members, and the relation between the constants is
\[
C = \sin c.
\]

Ex. 2. Solve
\[
(s - y^2) dx + 2xydy = 0.
\]

The variables, though not immediately separable, become so after substitution. Write \( y^2 = v \); the equation is
\[
x^2 dx + xdv - vdx = 0,
\]
so that
\[
\frac{dv}{x} + d\left(\frac{v}{x}\right) = 0,
\]
and therefore
\[
\log x + \frac{v}{x} = \text{constant},
\]
or
\[
\frac{v}{x} = A.
\]

Ex. 3. Solve the equations
\[
(i) \ x(1+y^2)^{3/2} + y(1+x^2)^{3/2} \frac{dy}{dx} = 0;
(ii) \ \sec x \tan y \ dx + \sec y \tan x \ dy = 0;
(iii) \ (x+y)^2 \frac{dy}{dx} = \alpha^2;
(iv) \ (1+y^2) \ dx - (y+(1+y)^{3/2}) (1+x^2) \ dy = 0;
(v) \ (y-x) (1+x^2)^{3/2} \frac{dy}{dx} = n (1+y^2)^{3/2}.
\]
14. STANDARD II. Linear Form.

When the equation of the first order is linear, it may be written in the form
\[ \frac{dy}{dx} + Py = Q, \]
where \( P \) and \( Q \) are functions of \( x \) and do not involve \( y \).

If the function \( Q \) were zero, the integral of the equation could be obtained by the method of § 13, and would be found to be
\[ y = u e^{-\int P \, dx}, \]
where \( u \) is a constant.

When \( Q \) is different from zero, we assume the same form for \( y \), but we do not restrict \( u \) to be constant. Substituting this value of \( y \) in the original equation, we find
\[ \frac{dy}{dx} = \left( \frac{du}{dx} - Pu \right) e^{-\int P \, dx}, \]
and therefore
\[ \frac{du}{dx} e^{-\int P \, dx} = Q, \]
so that
\[ \frac{du}{dx} = Q e^{\int P \, dx}, \]
and therefore
\[ u = C + \int Q e^{\int P \, dx} \, dx, \]
where \( C \) is an arbitrary constant. Thus
\[ y = u e^{-\int P \, dx} = C e^{-\int P \, dx} + e^{-\int P \, dx} \int Q e^{\int P \, dx} \, dx \]
is the primitive of the differential equation.

**Note 1.** This method of obtaining an integral of the equation when \( Q \) is zero, and then regarding the parameter \( u \) in that integral as actually variable when \( Q \) is not zero, is sometimes called the method of the variation of parameters. It is of frequent use for linear equations of the second and higher orders.

**Note 2.** The preceding analysis shows that
\[ \frac{dy}{dx} + Py = \frac{du}{dx} e^{-\int P \, dx}, \]
and therefore
\[ e^{\int P \, dx} \left( \frac{dy}{dx} + Py \right) \]
is a perfect differential. Such a quantity as \( e^{\int P \, dx} \), multiplying a quantity \( \frac{dy}{dx} + Py \) so that it becomes a perfect differential, is often called an integrating factor.

**Ex. 1.** Solve \( \frac{dy}{dx} + \frac{x}{1+x^2} y = \frac{1}{(1+x^2)^2} \).

By the result in the general case, we have
\[ y e^{\int P \, dx} = C + \int \frac{dx}{x(1+x^2)^2} e^{\int P \, dx} \]
hence
\[ y(1+x^2)^2 = C + \int \frac{dx}{x(1+x^2)^2} \]
\[ = C + \ln \frac{x}{1+(1+x^2)^2} \].

**Ex. 2.** Solve
(i) \( x(1-x^2) \frac{dy}{dx} + (2x^2-1) y = ax^3 \);
(ii) \( \frac{dy}{dx} + y \cos x = \frac{1}{2} \sin 2x \);
(iii) \( y \frac{dy}{dx} + cy^2 = a \cos (x+c) \);
(iv) \( \frac{dy}{dx} + y \frac{d\theta}{dx} = \phi (\theta) \frac{d\phi}{dx} \).

**Ex. 3.** Shew that the solution of the general equation may be exhibited in the form
\[ y = \frac{Q}{P} - e^{\int P \, dx} \left[ C + \int e^{\int P \, dx} d \frac{Q}{P} \right]. \]

15. An important associated form, which can be solved by the same method, is
\[ \frac{dy}{dx} + Py = Qy^n, \]
where \( P \) and \( Q \) are functions of \( x \) alone, and \( n \) is neither 0 nor 1.

Divide by \( y^n \); the equation then is
\[ - \frac{1}{n-1} \frac{d}{dx} \left( \frac{1}{y^{n-1}} \right) + \frac{P}{y^{n-1}} y^n = Q, \]
or
\[ \frac{d}{dx} \left( \frac{1}{y^{n-1}} \right) - (n-1)P \frac{1}{y^{n-1}} = -Q(n-1), \]
which is the standard form; and the general solution is
\[ \frac{1}{y^{n-1}} e^{-(n-1) \int P \, dx} = C - (n-1) \int Q e^{-(n-1) \int P \, dx} \, dx. \]

**Ex. 4.** Solve \( \frac{dy}{dx} + y = y^2 \log x. \)

This becomes, after a transformation similar to the above,
\[ \frac{d}{dx} \left( \frac{1}{y} \right) - \frac{1}{y} = - \frac{1}{x} \log x, \]
the primitive of which is
\[ \frac{1}{y} = C - \int \frac{dx \log x}{x} + \int \frac{dx}{x}. \]
This is
\[ \frac{1}{xy} = C - \frac{\int dx \log x}{x} + \frac{1}{x}, \]
whence
\[ \frac{1}{y} = 1 + Cx + \log x. \]

**Ex. 5.** Solve

(i) \( \frac{dz}{dx} + 2zx = 2x \sin x; \)
(ii) \( (1-x^2) \frac{dz}{dx} - zx = ax^2 x^2; \)
(iii) \( \frac{dy}{dx} + xy = y \sin x; \)
(iv) \( \frac{dy}{dx} (x^2 + xy) = 1. \)

**Ex. 6.** Show that the four equations of the first order in § 7 lead to the same primitive.

16. **Standard Forms.**

(i) The equation, being of the first degree and expressed in the form
\[ M \frac{dy}{dx} = N, \]
is said to be homogeneous, when \( M \) and \( N \) are homogeneous functions of \( x \) and \( y \) of the same degree. In this case, we can write
\[ M = x^r \psi \left( \frac{y}{x} \right), \]
\[ N = x^r \phi \left( \frac{y}{x} \right), \]
15–16]  

\( r \) being the common degree of \( M \) and \( N \). On the substitution of \( y = vx, \) so that \( v \) may be considered a new dependent variable, the equation becomes
\[ \left( v + x \frac{dv}{dx} \right) \phi (v) = \psi (v), \]
or
\[ \frac{dv}{dv} + \frac{\phi (v)}{\psi (v)} dv = 0, \]
in which the variables are separated; the integral is
\[ \log v + \int \frac{\phi (v)}{\psi (v)} dv = A. \]

The primitive will be given by the substitution of \( \frac{v}{x} \) for \( v \) after the integration has been performed.

**Note.** This result furnishes another instance of an integrating factor, of which one instance was indicated in § 14, Note 2. The equation can be taken in the form
\[ Mdy - Ndx = 0, \]
so that
\[ x^r \phi (v) (v dx + x dv) - x^r \psi (v) dx = 0, \]
and therefore
\[ x^{r-1} \{v \phi (v) - \psi (v)\} dx + x^{r-1} \phi (v) dv = 0. \]

If \( v \phi (v) - \psi (v) \) vanishes identically, then \( x^{r-1} \) is an integrating factor: for it changes the equation into
\[ \phi (v) dv = 0, \]
which is exactly integrable.

If \( v \phi (v) - \psi (v) \) does not vanish identically, then the equation becomes exactly integrable in the form
\[ \frac{dx}{x} + \frac{\phi (v)}{v \phi (v) - \psi (v)} dv = 0, \]
on division by the quantity
\[ x^{r+1} \{v \phi (v) - \psi (v)\}. \]

But
\[ My - Nx = x^r y \phi \left( \frac{y}{x} \right) - x^{r+1} \psi \left( \frac{y}{x} \right) \]
\[ = x^{r+1} \{v \phi (v) - \psi (v)\}; \]
and therefore the integrating factor is
\[ \frac{1}{My - Nx}. \]
provided \( My - Nx \) be not identically zero.

(ii) If the equation however be not of the first degree but still be homogeneous in \( x \) and \( y \), it may be written in the form
\[ F\left(\frac{y}{x}, \frac{dy}{dx}\right) = 0. \]

There are now two methods of proceeding. The first method is to resolve the equation, considering it as an equation in \( \frac{dy}{dx} \); let the result be expressed by
\[ \frac{dy}{dx} = f\left(\frac{y}{x}\right). \]

This is the case already discussed.

The second method is to resolve the equation considered as an equation in \( \frac{y}{x} \); then we should have
\[ \frac{y}{x} = f_1 \left( \frac{dy}{dx} \right) = f_1 \left( p \right), \]
or
\[ y = x f_1 \left( p \right), \]
where \( p \) is written for \( \frac{dy}{dx} \). Differentiating this with respect to \( x \), we have
\[ p = f_1 \left( p \right) + x f_1' \left( p \right) \frac{dp}{dx}, \]
and therefore
\[ \frac{dx}{x} = f_1' \left( p \right) \frac{dp}{p - f_1 \left( p \right)}. \]

This gives on integration
\[ \log x = C + \int \frac{f_1' \left( p \right) dp}{p - f_1 \left( p \right)}, \]
\[ = C + \psi \left( p \right), \]
say; the elimination of \( p \) between the last equation and
\[ y = x f_1 \left( p \right) \]
will give the primitive. But it is not always desirable to eliminate

\[ p; \] it may be retained as the parameter of a point on the corresponding curve, in which case its use would be similar to that of the eccentric angle of a point on an ellipse.

(iii) It may happen that, in the case of an equation
\[ F\left(\frac{y}{x}, \frac{dy}{dx}\right) = 0, \]
it is more convenient, or more easily possible, to express \( \frac{y}{x} \) and \( \frac{dy}{dx} \) in terms of a new quantity \( u \), than to solve the equation either for \( \frac{dy}{dx} \) or for \( \frac{y}{x} \). We then should have relations of the form
\[ \frac{y}{x} = f(u), \quad \frac{dy}{dx} = g(u). \]
The former gives
\[ y = x f(u), \]
and therefore
\[ \frac{dy}{dx} = f(u) + x f'(u) \frac{du}{dx}, \]
so that
\[ g(u) - f(u) = x f'(u) \frac{du}{dx}. \]

The variables are separable; and we have
\[ \frac{dx}{x} = \frac{f'(u)}{g(u) - f(u)} du, \]
and therefore
\[ \log x = A + \int \frac{f'(u)}{g(u) - f(u)} du, \]
where \( A \) is an arbitrary constant. This equation, combined with \( y = x f(u) \), gives the primitive of the original differential equation.

**Ex. 1.** Solve \( x + y \frac{dy}{dx} = 2y. \)

When we write \( y = vx \), the equation becomes
\[ \frac{v dv}{(1-v^2)} + \frac{dx}{x} = 0, \]
whence
\[ \frac{1}{1-v} + \log (1-v) + \log x = A, \]
or
\[ (x - y) e^{\frac{x}{y}} = e^A = C. \]
Ex. 2. Solve
(i) \( x+y \frac{dy}{dx} = my; \)
(ii) \( y^3 + x^2 \frac{dy}{dx} = xy \frac{dy}{dx}. \)

Ex. 3. Solve
\((ax + by + c) \frac{dy}{dx} = Ax + By + C.\)

Let \( x = h + \xi \) and \( y = k + \eta, \) and suppose \( h \) and \( k \) so chosen that
\[ ah + bk + c = 0, \quad Ah + Bk + C = 0; \]
then the equation becomes
\( (a\xi + b\eta) \frac{dy}{d\xi} = A\xi + B\eta, \)
which is homogeneous.

If however \( \frac{A}{a} = \frac{B}{b}, \) but \( \frac{C}{c} \) differs from each of these fractions, then the equations giving \( h \) and \( k \) are inconsistent. Let each of the equal ratios be equal to \( m; \) then
\( (ax + by + c) \frac{dy}{dx} = m(ax + by) + C. \)

Substitute
\( ax + by = \psi; \)
then
\( a+b \frac{m\psi + C}{\psi + C} \frac{d\psi}{dx},\)
and the variables are separable.

If \( \frac{A}{a} = \frac{B}{b} = \frac{C}{c} = m, \) the equation is
\( \frac{dy}{dx} = m; \)
so that
\( y = mx + A. \)

Ex. 4. Solve
(i) \( 3y - 7x + 7 = (3x - 7y - 2) \frac{dy}{dx}; \)
(ii) \( (2x + 4y + 3) \frac{dy}{dx} = 2y + x + 1; \)
(iii) \( (3x + 5y + 6) \frac{dy}{dx} = 7y + x + 2. \)

Ex. 5. Shew that the equation
\( (P + Qx) \frac{dy}{dx} = R + Qy, \)
in which \( P, Q, \) and \( R, \) are homogeneous functions of \( x \) and \( y, \) \( P \) and \( R \) being of the same degree, may be solved by the substitution \( y = nx. \)

Ex. 6. Solve
\( (Ax^2 + Bxy + ax + By + y) \frac{dy}{dx} = Ax^2 + Bxy + ax + By + y. \)

17-18. Let now the curves, whose equations are the complete primitives of the homogeneous equation, be traced; they form a system of similar curves. For let there be drawn through the origin any radius vector cutting all these curves and making an angle \( \theta \) with the axis of \( x; \) the inclination to the axis of \( x \) of the tangent to one of the curves, at the point where this radius vector meets it, is given by
\[ \tan \phi = \frac{dy}{dx} = f(\frac{y}{x}) = f(\tan \theta), \]
and therefore all the tangents at points lying on this line are parallel. Consequently all the curves are similar and similarly situated.

18. STANDARD IV.

Equations arise in which one of the two variables does not explicitly occur.

Consider, first, that class from which the independent variable is absent. The equation is of the form
\[ \phi \left( y, \frac{dy}{dx} \right) = 0. \]

As in the general equation under Standard III, there are two methods of proceeding. If it be possible, we may resolve for \( \frac{dy}{dx} \) so that
\[ \frac{dy}{dx} = f(y), \]
in which the variables are separable; the primitive is
\[ \int f(y) dy = x + A. \]
Or, if it be possible, we may resolve for \( y; \) suppose the result to be given by
\[ y = f; \quad \frac{dy}{dx} = f'(p). \]

Differentiating with respect to \( x, \) we have
\[ p = f'(p) \frac{dp}{dx}, \]
in which the variables are separable; and the integral is
\[ \varphi = \int \frac{F'(y)}{p} \, dp + \Lambda, \]
which, when combined with
\[ y = f_1(p) \]
for the elimination of \( p \), will furnish the primitive. It may be more convenient to leave \( p \) uneliminated.

Let us now consider the class from which the dependent variable is absent. The equation is of the form
\[ \phi_1 \left( x, \frac{dy}{dx} \right) = 0. \]
Since
\[ \frac{dy}{dx} \frac{dx}{dy} = 1, \]
the equation may be written
\[ \phi_1 \left( x, \frac{1}{\frac{dy}{dx}} \right) = 0, \]
or
\[ \phi \left( x, \frac{dx}{dy} \right) = 0, \]
an equation of the former class, and soluble by the methods thereto applying. These methods however may be applied to the equation without making it undergo this transformation. Resolving the equation if possible for \( \frac{dy}{dx} \), we shall have
\[ \frac{dy}{dx} = F'(x), \]
and the primitive is therefore
\[ y = \int F'(x) \, dx + \Lambda. \]
Or, resolving for \( x \) in terms of \( \frac{dy}{dx} \), when this is possible, we shall obtain
\[ x = F_1 \left( \frac{dy}{dx} \right) = F_1(p). \]
Differentiating with respect to \( y \), the absent variable, we have
\[ \frac{1}{p} = F_1'(p) \frac{dp}{dy}, \]

the integral of which is
\[ y = \int p F_1'(p) \, dp + \Lambda. \]
This equation, combined with
\[ x = F_1(p), \]
constitutes the primitive.

It may happen that, in the case of an equation
\[ \phi(y, p) = 0, \]
it is more convenient, or more easily possible, to express \( y \) and \( p \) in terms of a new quantity \( u \), than to resolve the equation either for \( p \) or for \( y \). We then should have relations of the form
\[ y = f(u), \quad p = g(u). \]
The first of these gives
\[ p = f'(u) \frac{du}{dx}, \]
so that
\[ dx = \frac{f'(u)}{g(u)} \, du, \]
and therefore
\[ x - \xi = \int \frac{f'(u)}{g(u)} \, du. \]
This equation, combined with
\[ y = f(u), \]
constitutes the primitive.

Ex. 1. Show how to obtain the primitive of the equation
\[ \psi(x, p) = 0, \]
when it is more convenient to express \( x \) and \( p \) in terms of a variable \( u \) than to solve the equation for \( p \).

Ex. 2. Solve
(i) \[ y = a \frac{dy}{dx} + b \left( \frac{dy}{dx} \right)^2; \]
(ii) \[ 1 + \left( \frac{dy}{dx} \right)^2 = \frac{(x+a)^3}{x^2 + 2ax}. \]

19. STANDARD FORMS

When the equation of the first order is of the \( n \)th degree, suppose it arranged in descending powers of the differential coefficient, so that it may be written
\[ a \frac{dy}{dx} + P_1 \frac{dy}{dx} + P_2 \frac{dy}{dx} + \ldots + P_{n-1} \frac{dy}{dx} + P_n = 0, \]
in which \( P_1, P_2, \ldots, P_n \), denote functions of \( x \) and \( y \). If we look upon this as an algebraical equation in \( \frac{dy}{dx} \), which has \( n \) roots \( p_1, p_2, \ldots, p_n \), these being functions of \( x \) and \( y \), the equation becomes

\[
\left( \frac{dy}{dx} - p_1 \right) \left( \frac{dy}{dx} - p_2 \right) \cdots \left( \frac{dy}{dx} - p_n \right) = 0.
\]

This can be true only if one or more of the factors on the left-hand side vanish; and therefore any relation between \( x \) and \( y \), which makes a factor vanish, will be a solution of the original equation, while no relation which does not make some factor vanish can be a solution. Suppose then that the primitives of the equations

\[
\frac{dy}{dx} - p_1 = 0, \quad \frac{dy}{dx} - p_2 = 0, \quad \ldots, \quad \frac{dy}{dx} - p_n = 0,
\]

(deduced by means of one or other of the preceding methods) are

\( \phi_1(x, y, C_1) = 0, \quad \phi_2(x, y, C_2) = 0, \quad \ldots, \quad \phi_n(x, y, C_n) = 0, \)

respectively. All possible solutions of the given equation will be contained in

\[\phi_1(x, y, C_1) \phi_2(x, y, C_2) \cdots \phi_n(x, y, C_n) = 0.\]

But the generality of this integral will still be maintained, if all the constants \( C_1, C_2, \ldots, C_n \), be made the same, say \( C \); for in order to find a value of \( y \), we must equate to zero some factor on the left-hand side of the new form, and this would give an equation of the form

\[\phi_r(x, y, C) = 0.\]

Now \( C \) is an arbitrary constant; if then all possible numerical values be given to it, there must be included in the series of consequent equations all the integrals, which can be derived similarly from the corresponding factor of the first product. Hence we have as the general complete primitive of the original differential equation

\[\phi_1(x, y, C) \phi_2(x, y, C) \cdots \phi_n(x, y, C) = 0.\]

**Ex. 1.**

\[x^2p^2 - 2xyp + y^2 = x^2y^2 + x^4.\]

Then

\[xp - y = \pm x(x^2 + y^2)\]

which, by the substitution \( y = xz \), becomes

\[\frac{dz}{(1 + z^2)^{\frac{3}{2}}} = \pm dx.\]

When the positive sign is taken, the solution is

\[z = \sinh(x + c).\]

The negative sign gives

\[z = \sinh(x - c);\]

hence the general solution is

\[\left[ y + x \sinh(x + c) \right] \left[ y - x \sinh(x - c) \right] = 0.\]

**Ex. 2.** Solve

(i) \( \left( \frac{dy}{dx} \right)^2 - \frac{a}{x} = 0; \)

(ii) \( \left( \frac{dy}{dx} \right)^2 + 2 \frac{y}{x} \frac{dy}{dx} = 1.\]

**Ex. 3.** Solve

(i) \( x^2p^2 + 3xyp + 2y^2 = 0; \)

(ii) \( x^2p^2 + 3xyp + 2y^2 = 0; \)

(iii) \( p(p + y) = x(x + y); \)

(iv) \( p^2 - (x^2 + xy + y^2)p^2 + (x^2y + xy^2 + x^2y)p - x^2y^2 = 0; \)

(v) \( (a^2 - x^2)p^2 + bx(a^2 - x^2)p^2 - p - bx = 0; \)

(vi) \( (1 - y^2 - x^2)p^2 - 2\frac{y}{x}p + \frac{x^2}{x^2} = 0; \)

(vii) \( p^2 + (x + y - 2\frac{y}{x})p + xy + y^2 - y^2 = 0. \)

**Ex. 4.** Show that, if the general equation be homogeneous in \( x \) and \( y \), it can be solved by the substitutions

\[y = ux, \quad x \frac{dt}{dx} = z.\]

Hence solve

\[p^2 - \frac{1}{4}p^2 + \frac{p}{y} = \frac{x}{2y} = 0.\]

**20. Standard VI. Clairaut's Form.**

The equation, to which this name is usually applied, is

\[y = px + f(p),\]

in which \( p \) stands for \( \frac{dy}{dx} \).

Differentiate the equation with regard to \( x \); then

\[p = p + \left[ x + f'(p) \right] \frac{dp}{dx},\]
so that either
\[ \frac{dp}{dx} = 0, \]
or
\[ x + f'(p) = 0. \]
Taking the first of these, we have \( p = c \), an arbitrary constant; hence the primitive is
\[ y = cx + f(c). \]
The second equation expresses \( x \) as a function of \( p \); therefore, if \( p \) be eliminated between this equation and
\[ y = px + f(p), \]
a relation between \( y \) and \( x \) will be obtained.

Of these, the former is evidently a solution of the equation, and from it the differential equation can be deduced at once; for, on differentiating, we obtain
\[ p = c, \]
and eliminating \( c \) we have
\[ y = px + f(p). \]
If now we turn to the other relation between \( x \) and \( y \), which will be that derived from the elimination* of \( p \) between
\[ y = px + f(p), \]
\[ 0 = x + f'(p), \]
we see at once that it contains no arbitrary constant and therefore is not a general solution. Yet it may be a solution of the equation; for differentiating the first equation, we have
\[ \frac{dy}{dx} = p + [x + f'(p)] \frac{dp}{dx} \]
\[ = p, \]
by the second equation unless \( \frac{dp}{dx} \) be infinite; eliminating \( p \) from the equations \( y = px + f(p) \) and \( \frac{dy}{dx} = p \), we obtain
\[ y = x \frac{dy}{dx} + f\left(\frac{dy}{dx}\right), \]
which is the original equation.

* It should be noticed that, for purposes of elimination, \( p \) is merely a quantity likely to depend upon \( y \) and \( x \); it is not now necessarily \( \frac{dy}{dx} \).
Ex. 1. Solve \( y = xp + \frac{a}{p} \).

The first solution is

\[ y = cx + \frac{a}{c} \cdot \frac{a}{p} \cdot (1 + p^2) \cdot \frac{ap}{1 + p^2} \cdot \frac{dp}{p} \,

and therefore

\[ \frac{dx}{dp} = \frac{x}{p} \left( 1 + p^2 \right) \cdot \frac{ap}{1 + p^2} \cdot \frac{dp}{p} \,

the integral of which is

\[ x \left( 1 + p^2 \right) = C + a \log \left( p + (1 + p^2) \right) \,

This equation, combined with the original equation, gives the primitive.

The equation could also have been solved by differentiating with regard to \( y \).

Ex. 2. Solve

(i) \( y = px + (1 + p^2) \cdot \frac{b}{p} \cdot \frac{dp}{p} \),

(ii) \( y = px + p - p^2 \),

(iii) \( ay^2 + (2x - b) \cdot p = y \),

(iv) \( x^2 (y - xp) = yp^2 \),

(v) \( y = 2xp + yp^2 \).

21. There is an extended form of the equation, which can be solved in a similar manner, viz.: 

\[ y = af(p) + \phi(p) \. 

To solve this, let the equation be differentiated with regard to \( x \); then

\[ p = \frac{d}{dp} [af(p) + \phi(p)] \cdot \frac{dp}{dx} \,

or

\[ \frac{dx}{dp} + x \cdot \frac{f(p)}{p} = \frac{\phi(p)}{p - f(p)} \]

which is linear in \( x \) and comes under Standard II.

Let the integral be 

\[ F(x, p, c) = 0 \.

The result of eliminating \( p \) between this equation and the original equation is the primitive.

Ex. 1. Solve

\[ x = yp + ap^3 \],

or

\[ y = ap - \frac{x}{p} \. 

Differentiating with regard to \( x \), we have

\[ p = a \cdot \frac{dp}{dx} + x \cdot \frac{dp}{p^2 dx} \.

Singular Solutions.

22. From the investigation in § 20, it is clear that a solution of a differential equation can sometimes be found which, when it exists, is usually distinct from the primitive; such a solution does not involve in its expression any arbitrary constant. It may, however, be included in the primitive, by assigning a particular value to the arbitrary constant; such a solution is then regarded as being both a singular solution and a particular case of the primitive*.

We proceed now to consider the theory of these Singular Solutions of the general differential equation of the first order which will be written

\[ \phi(x, y, p) = 0 \.

If the differential equation either be linear or be resolvable into a set of rational linear equations (as in the case of Standard V.), then it has no singular solution; any solution of it apparently of this nature is merely a particular solution, derived from the primitive by giving a particular value to the arbitrary constant therein contained. For the present purpose, therefore, the equation in \( p \) may be considered irresoluble: if it can be resolved into factors which are not linear and not resolvable into linear factors, then we should consider in turn each of these irresoluble factors.

* An example is given below, Ex. 6, § 29.
We may thus consider $\phi = 0$ as a rational and irresoluble equation of degree $n$. Moreover, we shall assume that $\phi$ is a one-valued function, and that it contains no factor which is independent of $p$; such a factor, if it were retained and equated to zero, would satisfy the equation, but would not involve the differential coefficient. If in any case these factors occurred, we should suppose them removed.

23. The considerations adduced in the Introduction furnish the inference that, if $x$ and $y$ be the coordinates of a point in a plane, the differential equation determines a system of curves in that plane, which depend upon a single independent variable parameter; and as the differential equation determines at any point a direction through that point, there will be $n$ directions, given by the values of $p$ there, and therefore $n$ curves will pass through any point in the plane. To represent this system algebraically, we need an equation of the form

$$f(x, y, c_1, c_2, \ldots, c_m) = 0,$$

the constants in which are involved rationally and algebraically; but as only a single independent parameter is needed, there must be $m - 1$ algebraical relations among these $m$ constants. Further, this function $f$ will be one-valued; and any factor, involving $x$ and $y$ (or either of them) but none of the constants, would be rejected for the same reason as led to the rejection of similar factors from the differential equation. As the differential equation cannot be resolved into simpler equations of a lower degree, the algebraical equation is not so resolvable; if it were, to each algebraical equation of lower degree there would be a corresponding differential equation of lower degree—a result excluded by hypothesis. And the reason that $m$ constants connected by $m - 1$ relations are inserted instead of a single constant is this; the equation in the latter case would be the same as that derived from the former with all the constants eliminated except one, and as this elimination would usually imply operations (such as squaring) which introduce equations other than that wanted, the result would be that the final equation would represent more than the single equation desired. For example, suppose that by any process an integral is obtained in the form

$$[x^2 + y^2 - \alpha (x \cos \alpha + y \sin \alpha)]^2 = \alpha^2 (x^2 + y^2),$$

or, changing to algebraical constants,

$$(x^2 + y^2 - \alpha (lx + my))^2 = \alpha^2 (x^2 + y^2),$$

with the condition

$$l^2 + m^2 = 1;$$

then the equivalent equation containing one of these constants, as $m$, alone would represent not only this equation but also

$$(x^2 + y^2 - \alpha (-lx + my))^2 = \alpha^2 (x^2 + y^2),$$

with the same limiting condition, and therefore would not be equivalent solely to the first of these.

Further, there are $n$ curves passing through every point in the plane; hence the equation $f = 0$, with the $m - 1$ equations between the constants, must give at every point $n$ sets of values for those constants. Let the aggregate of the constants be denoted by $c$, so that for any point in the plane $c$ will have $n$ values.

24. Consider now the formation of the differential equation from the primitive

$$f(x, y, c) = 0.$$

It is obtained by eliminating the constants between the $m - 1$ relations, this equation, and the equation

$$\frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} \frac{dy}{dx} = 0.$$

But suppose the quantities $c$ replaced by functions of $x$; the deduction of the differential equation will proceed as before, except that for the last equation we must substitute

$$\frac{\partial f}{\partial c} + \frac{\partial f}{\partial y} \frac{dy}{dx} + \frac{\partial f}{\partial x} \frac{dc}{dx} = 0.$$

The result will be actually the same as before, if

$$\frac{dc}{dx} \frac{\partial f}{\partial c} = 0.$$

To satisfy this equation we must have either $\frac{dc}{dx} = 0$, which leaves $c$ constant; or $c$ must be determined by

$$\frac{\partial f}{\partial c} = 0.$$

Let the value of $c$ so determined be substituted in the function $f$. We may thus in general, as a possible solution of the same
differential equation, equate to zero the discriminant of \( f \) with regard to \( c \); let this be written

\[
\text{Disc}_c f(x, y, c) = 0.
\]

25. This locus is the locus of all points in the plane at which the parametric constants \( c \) have two or more equal values. In it there will therefore be included the following:

(i) the locus of all the nodal points (double, treble, etc.) of the system of curves; for at such a point there are as many values of \( c \) equal to each other as there are branches through the point, since the branches belong to the same curve;

(ii) the locus of all the cusps of the system, for similar reasons;

(iii) the envelope of the system of curves, which may be either a single curve or several curves; for any point on the envelope may be considered as belonging to two separate but consecutive curves of the system, the constants of these consecutive curves being ultimately equal. [In the case, when the envelope can be decomposed into several curves, it may happen that one of these is merely a particular curve of the system \( f(x, y, c) = 0 \); its equation gives part of the envelope and a particular curve of the primitive.]

Let these three respectively be called the nodal locus, the cuspidal locus, and the envelope locus.

Note. The occurrence of the node-locus and the cusp-locus in the equation

\[
\text{Disc}_c f(x, y, c) = 0
\]

may be explained as follows.

The coordinates of a node or a cusp on the curve \( f = 0 \) satisfy the equations

\[
\frac{\partial f}{\partial x} = 0, \quad \frac{\partial f}{\partial y} = 0, \quad f = 0;
\]

let these coordinates be denoted by

\[
X = g(c), \quad Y = h(c).
\]

On the consecutive curve \( f(x, y, c + dc) = 0 \), the coordinates of the node or the cusp consecutive to \( X \) and \( Y \) may be denoted by \( X + dX, Y + dY \); and then, among the three equations to be satisfied, we have

\[
f(X + dX, Y + dY, c + dc) = 0,
\]

that is, when we include only quantities of the first order,

\[
\frac{\partial f}{\partial X} dX + \frac{\partial f}{\partial Y} dY + \frac{\partial f}{\partial c} dc = 0.
\]

Taking account of the equations

\[
\frac{\partial f}{\partial X} = 0, \quad \frac{\partial f}{\partial Y} = 0,
\]

which are satisfied by \( X \) and \( Y \), we infer that the equation

\[
\frac{\partial f}{\partial c} = 0
\]

holds along the node-locus or the cusp-locus. Hence the locus of all the nodes and the locus of all the cusps of the curves \( f = 0 \), for different values of \( c \), may be expected to occur in the eliminant of

\[
f = 0 \quad \frac{\partial f}{\partial c} = 0,
\]

that is, in the discriminant.

26. If we now consider the differential equation

\[
\phi(x, y, p) = 0
\]

in connection with the system of curves, whose equation constitutes its general solution, it is evident that the envelope of the system is a solution of the equation; for at any point on the envelope (which is a point on two consecutive curves) the direction of the tangent is the same as that of the tangent to either of these curves at that point; and since the differential equation is satisfied by the quantities, which are connected with the element of the system of curves, it must be satisfied by these (unaltered) quantities, which are connected with the element of the envelope.

But the nodal locus is not a solution of the equation; if it were, the differential equation would, for the values of \( x \) and \( y \) at any node, be satisfied by the corresponding value of \( p \) at this point on the nodal locus. Remembering that the nodal locus is formed by a series of points on our system of curves, we know that the values of \( p \) at any such point which satisfy the differential equation are those given by that curve of the system which passes through the point. But as the tangent to the nodal locus at such a point
will not in general be a tangent to any of the branches of the curve of
the system at the point, it follows that the value of $p$ for the
nodal locus differs from those values of $p$ for the curve of the system,
which satisfy the equation when substituted in it with the coordi-
nates of the point. And it would only be by accident that the
value of $p$ for the nodal locus could coincide with any of the re-
main ing values of $p$, which do not belong to the curve on which
the node lies, but are furnished by other curves of the system
through that point. Hence the value of $p$ for the nodal locus at
the point will usually be such as not to satisfy the differential
equation; and the nodal locus will therefore, in general, not be a
solution of the differential equation.

Exactly similar considerations, applied to the cuspidal locus,
lead to a similar conclusion: the cuspidal locus, in general, is not
a solution of the differential equation.

27. Now the envelope of the system can be derived from a
knowledge of the differential equation alone, i.e. without a knowl-
edge of the primitive. At any point on the envelope, at least two
of the branches of the different curves coincide in direction; and
therefore for such a point we shall have equal values of $p$ belonging
to different but consecutive curves.

If now we express the condition that two values of $p$ shall be
equal, by means of the equation

$$\frac{\partial \phi}{\partial p} = 0,$$

and eliminate $p$ between this and the original differential equation
(in fact, if we equate the discriminant of $\phi$ to zero), then the locus

$${\text{Discr}}_{\phi} f (x, y, p) = 0$$

will be one at points along which two values of $p$ will be equal, and
will obviously include the envelope.

But, besides including the envelope, this equation will also give
the locus of all points

(i) at which two branches of the same curve touch, i.e. will give
all the cusps; this locus, as before, is the cuspidal locus;

(ii) at which two curves which are different but not consecutive
touch; this locus is called a tac-locus. Thus, for instance, if we
have two infinite series of concentric circles one round each of two
points, the straight line joining the centres (and produced both
ways) is the locus of points of contact of two circles, one belong-
ing to each system.

As before, the cuspidal locus is rejected, not being a solution
in general; and reasoning, exactly similar to that which led to the
rejection of the nodal locus, indicates that the tac-locus is not a
solution in general.

Hence, of all these loci, the only solution of the differential
equation is the envelope-locus; and this, and this alone, we call the
"Singular Solution" of the differential equation. Either method of
obtaining the envelope-locus may introduce some of the other loci
which have just been shown not to be solutions; and therefore in
any particular case, unless the equation derived obviously represents
the envelope and nothing but the envelope, it is necessary to try
whether the result satisfies the differential equation. Should it not
do so, it may happen that the integral equation can be resolved
into others that are simpler, and one or more of them may satisfy
the equation; these will then constitute the Singular Solution.
And those resolved parts which do not satisfy the differen-
tial equation will be found to be loci, which according to the
principles above explained ought to be rejected.

It may be added that the locus, obtained by equating the
c-discriminant to zero, contains the envelope-locus as a factor
once, the node-locus twice, and the cusp-locus thrice; and that
the locus, obtained by equating the p-discriminant to zero, con-
tains the envelope-locus as a factor once, the cusp-locus once,
and the tac-locus twice*. The results are often expressed in the
forms

$${\text{Discr}}_{\phi} f (x, y, c) = EN^2 C^3,$$

$${\text{Discr}}_{\phi} f (x, y, p) = ET^2 C.$$

28. We can assign an analytical condition that the relation,
obtained by the elimination of $p$ between

$$\phi = 0, \quad \frac{\partial \phi}{\partial p} = 0,$$

(1888), pp. 551—559. Cavley inferred the results from geometrical considerations;
an analytical proof is given by Hill.
should provide a solution of the equation, which of course will be a singular solution.

Imagine the second equation solved, so as to express $p$ in terms of $x$ and $y$; and let the value so obtained be substituted in $\phi$, so that it becomes $\phi'$. The equation then is

$$\phi' = 0.$$

If this equation provides a solution of the differential equation, it must lead to the appropriate value of $p$ which, in that case, will be the value that was substituted in $\phi$. Now the value of $p$ arising through $\phi'$ is given by

$$\frac{\partial \phi'}{\partial x} + \frac{\partial \phi'}{\partial y} p = 0;$$

moreover,

$$\phi' = \phi,$$

so that

$$\frac{\partial \phi'}{\partial x} + p \frac{\partial \phi'}{\partial y} = \frac{\partial \phi}{\partial x} + p \frac{\partial \phi}{\partial y} + \frac{\partial p}{\partial x} \frac{\partial \phi}{\partial p}$$

$$= \frac{\partial \phi}{\partial x} + p \frac{\partial \phi}{\partial y},$$

because $\frac{\partial \phi}{\partial p} = 0$. Hence $p$ is given by

$$\frac{\partial \phi}{\partial x} + p \frac{\partial \phi}{\partial y} = 0;$$

and this value of $p$ is to agree with the value deduced from

$$\frac{\partial \phi}{\partial p} = 0$$

and substituted in $\phi = 0$, which by hypothesis then provided a solution of the differential equation. Accordingly, we infer that,

if a singular solution of the equation $\phi(x, y, p) = 0$ exists, it must simultaneously satisfy the equations

$$\phi = 0, \quad \frac{\partial \phi}{\partial p} = 0, \quad \frac{\partial \phi}{\partial x} + p \frac{\partial \phi}{\partial y} = 0.$$

If, however, the value of $p$ be infinite, the last equation requires that $\frac{\partial \phi}{\partial y}$ should be zero. In that case, the best method of testing the character of the equation resulting from the elimination of $p$ is actually to try whether it does provide a solution of the differential equation.

29. It is to be understood that an irreducible differential equation has not necessarily a singular solution. Thus let the discriminant with regard to $p$ of

$$\phi(x, y, p) = 0$$

be denoted by $U$, where $U$ is a function of the variable coefficients of $p$ in this equation, and suppose that $U$ cannot be resolved into simple factors.

If the equation $U = 0$ be a solution of the differential equation, then the value of $p$ is given by

$$\frac{\partial U}{\partial x} + \frac{\partial U}{\partial y} p = 0,$$

and we must have the equation

$$\phi \left( x, y, -\frac{\partial U}{\partial x} \right) = 0$$

satisfied for values of $x$ and $y$ connected by $U = 0$. In other words, there must be a relation between the coefficients of $p$ in $\phi$ and their differential coefficients with regard to $x$ and $y$; but this will not in general be the case.

If we consider in particular the equation of the second degree in the form

$$Lp^2 + 2Mp + N = 0,$$

then the singular solution, when one exists, is $S = 0$, where $S$ is either $LN - M^2$ or a factor of this. In general, $LN - M^2$ cannot be resolved into factors; and it is not itself a solution, unless

$$L \left( \frac{\partial S}{\partial x} \right)^2 - 2M \frac{\partial S}{\partial x} \frac{\partial S}{\partial y} + N \left( \frac{\partial S}{\partial y} \right)^2 = 0,$$

where $LN = M^2$; and these in general would be two independent simultaneous equations determining $x$ and $y$ as constant quantities. Yet, from what we have seen, the primitive of the differential equation is of the form

$$Lc^2 + 2Mc + N' = 0,$$

This equation may possess a general envelope; if it does, the envelope is contained in

$$LN' - M'^2 = 0.$$
and it is a singular solution of the differential equation. If the integral equation does not possess an envelope, (and it does not always possess such an envelope even when it is an algebraic equation*), then there is no singular solution.

In fact, the exceptions in the first case—when the differential equation has a singular solution—are the exceptions in the second case—when the integral equation represents a family of curves with a genuine envelope.


We now proceed to consider some examples of the general theory.

In the case of each example, the corresponding figure should be drawn.

**Ex. 1.** Solve \( p^2 y + p(x - y) - x = 0 \).

The condition that \( p \) should have equal values is

\[
(x-y)^2 + 4xy = 0,
\]

i.e.,

\[
(x+y)^2 = 0,
\]

or

\[
y = -x,
\]

which is not a solution. Now the equation may be written

\[
(p-1)(py + x) = 0,
\]

the solutions of which are

\[
y = -c \quad \text{and} \quad y + x = c.
\]

The different curves represented are obvious.

This is an example of the remark (§ 22) that, if the equation be reducible to linear and rational factors, it has no singular solution.

**Ex. 2.** Solve \( p^2 y^2 \cos^2 a - 2p xy \sin^2 a + y^2 - x^2 \sin^2 a = 0 \).

The condition that \( p \) should have equal values is

\[
x^2 y^2 \sin^2 a = y^2 \cos^2 a (y^2 - x^2 \sin^2 a),
\]

* As to this result, see the memoir by Chrystal, pp. 819, 820, quoted below.

SINGULAR SOLUTIONS

that is,

\[
(x^2 \sin^2 a - y^2 \cos^2 a) y^2 = 0,
\]

so that

\[
y = 0,
\]

and

\[
y = \pm x \tan a.
\]

The primitive is

\[
x^2 + y^2 - 2xy \cos^2 a = 0;
\]

and the condition that \( c \) should have equal values is

\[
x^2 = (x^2 + y^2) \cos^2 a,
\]

or

\[
y = \pm x \tan a.
\]

The curves represented are a series of circles; their envelope is the two straight lines \( y = \pm x \tan a \), which constitute the singular solution.

The line \( y = 0 \) is a tao-locus.

It is easy to verify that the lines \( y = \pm x \tan a \) satisfy the tests in § 28, so that they constitute a solution of the equation.

**Ex. 3.** Solve \( 4p^2 x (x-a) (x-b) = (3x^2 - 2x(a+b) + ab)^2 \).

The condition that \( p \) should have equal values is

\[
x(x-a)(x-b)(3x^2 - 2x(a+b) + ab)^2 = 0.
\]

The primitive is

\[
y + c^2 = x(x-a)(x-b);
\]

and the condition that \( c \) shall have equal values is

\[
x(x-a)(x-b) = 0.
\]

The differential equation is satisfied by \( x = 0 \), \( x = a \), \( x = b \) (and the corresponding infinite values of \( p \)), and these are singular solutions. The remaining factor in the \( p \)-discriminant gives

\[
3x = a + b \pm (a^2 - ab + b^2)^{1/2};
\]

and these lines are tao-loci.

The cubic curve \( y^2 = x(x-a)(x-b) \)

\((0 < a < b)\) consists of an oval cutting the axis of \( x \) at the origin and at a distance \( a \), and of a curve like a parabola cutting the axis of \( x \) at a distance \( b \); the tangents at all these points are parallel to the axis of \( y \). The system of curves is obtained by moving the cubic curve parallel to the axis of \( y \). The straight lines \( x = 0 \), \( x = a \), \( x = b \), are envelopes of the system; the line \( 3x = a + b - (a^2 - ab + b^2)^{1/2} \) is a tao-locus of real points of contact; the line \( 3x = a + b + (a^2 - ab + b^2)^{1/2} \) is a tao-locus of imaginary points of contact.

**Ex. 4.** In the foregoing, make \( a = b \); and remove (see § 22) the factor \( (x-a)^2 \). The differential equation is

\[
4xy^2 = (3x-a)^2;
\]

the condition that \( p \) should have equal values is

\[
x(3x-a)^2 = 0.
\]
The integral equation is

\[(y+c)^2 = x(x-c)^2,\]

and the condition that \(c\) should have equal values is

\[x(x-c)^2 = 0.\]

Common to these we have \(x = 0\), which (with the corresponding infinite value of \(p\)) is a solution of the equation, and therefore a singular solution. Every curve of the system has a double point; the locus of these is \(x = c\), which is a nodal locus; the line \(x = \frac{1}{2} a\) is a tac-locus.

Ex. 5. In the foregoing, let \(a = 0\) and remove the factor \(x\). The differential equation is

\[4p^3 = 2x;\]

the condition that \(p\) should have equal values is

\[x = 0.\]

The primitive is

\[(y+c)^2 = x^3,\]

and the condition that \(c\) should have equal values is

\[x^2 = 0.\]

The differential equation is not satisfied by \(x = 0\) (with the corresponding infinite value of \(p\)).

The curve \(y^2 = x^3\) is the semi-cubical parabola having a cusp at the origin; and the system is obtained by moving the curve parallel to the axis of \(y\), so that \(x = 0\) is the locus of cusps, and therefore not a singular solution.

Ex. 6. \[p^3 - 4xyp + 8y^3 = 0;\]

the condition that \(p\) shall have equal values is

\[y^4 - \frac{1}{8} x^2 y^2 = 0.\]

The primitive is

\[y = c(x-c)^2,\]

and the condition that \(c\) shall have equal values is obtained by eliminating \(c\) between this and

\[(x - c)(x - 2c) = 0,\]

so that either

\[y = 0\] or \(y = \frac{1}{2} x^2,

agreeing with the former. Both of these satisfy the differential equation. The first of them is a particular solution (corresponding to \(c = 0\)), and it therefore is both a singular solution and a particular case of the primitive; the latter is only a singular solution.

Ex. 7. Obtain the primitives and the singular solutions (where these exist) of the following equations; and specify the nature of the loci, which are not solutions but which are obtained with the singular solution.

(a) \[xy^2 - 2y + 4x = 0;\]

Primitive \[x^2 = c(y - c);\]

Singular solutions \[y = \pm 2x.\]
If now we have an equation of the form
\[ \phi (x, y, p) = 0, \]
the above relations transform it to
\[ \phi (P, PX - Y, X) = 0. \]
When the integral of either of these is known, the integral of the other can generally be deduced by a process of algebraical elimination. Thus let an integral of the second be given in the form
\[ f(X, Y) = 0. \]
Then we have
\[ \frac{\partial f}{\partial X} + P \frac{\partial f}{\partial Y} = 0, \]
that is,
\[ \omega \frac{\partial f}{\partial Y} + \frac{\partial f}{\partial X} \omega = 0; \]
and
\[ -Y \frac{\partial f}{\partial Y} = (Y - px) \frac{\partial f}{\partial Y} \]
\[ = Y \frac{\partial f}{\partial Y} + X \frac{\partial f}{\partial X}. \]
The elimination of \( X \) and \( Y \) between these three equations will leave an equation between \( x \) and \( y \), which will be a solution of
\[ \phi (x, y, p) = 0. \]

**Note.** The preceding process of constructing one differential equation from another is the analytical equivalent of the geometrical construction of a polar reciprocal of a curve.

Let a curve \( C \) be drawn; a tangent to it at a point \( x, y \) is
\[ \eta - y = p (\xi - x), \]
where \( \xi \) and \( \eta \) are current coordinates. Let the pole of this tangent, taken with respect to the parabola \( \xi^2 - 2\eta = 0 \), be \( X, Y \); then its equation is
\[ X \xi - \eta - Y = 0. \]
As the two equations are the same, we have
\[ X = p, \quad Y = px - y. \]
The locus of \( X, Y \) is a curve \( C' \), the polar reciprocal of \( C \); and \( C \) is known to be the polar reciprocal of \( C' \), that is, the locus of the poles of the tangents to \( C' \), taken with respect to the parabola.

Thus the point \( x, y \) on \( C \) is the pole of the tangent to \( C' \) at the point \( X, Y \); by a similar process, we should find
\[ x = P, \quad y = PX - Y. \]
These are the relations* used in the analysis connected with the differential equation.

**Ex. 1.** Solve the equation
\[ (y - px) x = y. \]

Effecting the transformation determined by
\[ px - y = X, \quad p = X, \quad x = P, \]
we have the equation in the form
\[ -Y = PX - Y, \]
that is,
\[ P = \frac{Y}{Y + X}. \]
Writing \( Y = VX \), we have
\[ X \frac{dV}{dX} = V - \frac{V^2}{V + 1}, \]
and therefore
\[ \left( \frac{1}{V} + \frac{1}{V^2} \right) \frac{dV}{dX} + \frac{dX}{X} = 0. \]
Hence
\[ \log V - \frac{1}{V} + \log X = \text{const.}, \]
that is,
\[ f(X, Y) = \log Y + \frac{X}{Y} = \text{const}. \]
Thus we have
\[ \frac{\partial f}{\partial X} = -\frac{1}{Y}, \quad \frac{\partial f}{\partial Y} = -\frac{X + Y}{Y^2}; \]
and therefore
\[ x = \frac{Y}{X + Y}, \quad y = \frac{Y^2}{X + Y}. \]
Thus
\[ Y = -\frac{Y}{x}, \quad X = \frac{1}{x} - 1; \]
so that, as
\[ \log Y - \frac{X}{Y} = \text{const}, \]
we have
\[ \log \left( -\frac{Y}{x} \right) - \frac{1}{x} + 1 = \text{const}; \]
and therefore
\[ y = ax e^x \]
is the primitive of the original equation.

* These relations are the simplest instance of what are called contact (or tangential) transformations.
Ex. 2. Integrate the equations

(i) \( (y - px) \cdot x = cy \), where \( c \) is a constant.

(ii) \( (y - px)(py + y - px) = p \).

MISCELLANEOUS EXAMPLES.

1. Solve the equations:

(i) \( y + xp = x + yp \);

(ii) \( a(x + by) = xy + p \);

(iii) \( x^2 + y = p^2 \);

(iv) \( p^2 + 2xp = y \);

(v) \( s^2 - n xp = yp^2 \);

(vi) \( s^2 = y^3 + (y + xp) \);

(vii) \( p^2 + x^2 = axp \);

(viii) \( x^3 + x^2 + xyp + y^2 = 0 \);

(ix) \( ax^2y^2y + p + y = 2xp \);

(x) \( p^2 + 2yp \tan x = y^2 \);

(xi) \( y - 2xp = f(x^2p) \);

(xii) \( x^2 - \frac{xy}{p} = f(y^3 - xyp) \);

(xiii) \( (1 - p)^2 - a = s^2 - x^2 \);

(xiv) \( x^2 + y^2 = (1 + p^2)(y^2 + nx^2) \);

(xv) \( (1 + 6x^2 - 3x^2y) p = 3xy^3 - x^2 \);

(xvi) \( y = x(p + (1 + p^2)^{\frac{1}{2}}) \);

(xvii) \( x^2 + a + xp = x^2 + y^2 (cy + exp) \);

(xviii) \( yp(x^2 + y^2 + a + x(x^2 + y^2 - a^2) = 0 \);

(xix) \( (xp - y)^3 = p^2 - 2\frac{y}{x} - p + 1 \);

(xx) \( (xp - y)^3 = a(1 + p^2)(x^2 + y^2) \);

(xxi) \( (a^2 + x^2)^{\frac{1}{2}} p + y = (a^2 + x^2)^{\frac{1}{2}} - x \);

(xxii) \( x = px + (1 + p^2)^{\frac{1}{2}} \phi(x^2 + y^2) \);

(xxiii) \( \left( x \cos y + y \sin x \right) y = \left( y \sin x + y \cos x \right) xp \);

(xxiv) \( (x^2y^2 + x^2y + 1) y + (x^2y^2 - x^2y^2 - x^2 + 1) xp = 0 \);

(xxv) \( (x^2 - y^2) \sin a + 2xy \cos a - y(x^2 + y^2) \frac{p}{2} \)

\[ = 2xy \sin a - (x^2 - y^2) \cos a + x(x^2 + y^2) \].

2. Show that, if

\[ u = 1 + A_1 x + \frac{1}{2!} A_2 x^2 + \frac{1}{3!} A_3 x^3 + \ldots, \]

where the quantities \( A \) are connected by the relation

\[ A_m = m A_{m-1} + \frac{1}{2} (m - 1) (m - 2) A_{m-3}, \]

then

\[ \log \left( u (1 - x^3) \right) = \frac{1}{3} x + \frac{1}{3} x^3. \]

3. Integrate the equation

\[ \cos \theta (\cos \theta - \sin a \sin \phi) d\theta + \cos \phi (\cos \phi - \sin a \sin \theta) d\phi = 0. \]

Show that, if the arbitrary constant be determined by the condition that the equation must be satisfied by the values \((0, a)\) of \((\theta, \phi)\), the equation is satisfied by putting \(\theta + \phi = a\).

4. Prove that, if the differential equation

\[ cxy dx - (y + ax + bx) dy - nx (x dy - y dx) = 0 \]

be transformed into an equation between \( v \) and \( x \) by the substitution

\[ u(y + ax + bx + nx^2) = y(c + nx), \]

then the variables are separable; and reduce the equation to the form

\[ \frac{d v}{\phi(v)} = \frac{d x}{\phi(x)}, \]

by the further substitution \( v = au + b \), \( a \) and \( b \) being suitably determined.

(Euler)

5. Reduce the equation

\[ ax y^2 + (ax - cy^2 - b) p - xy = 0 \]

to Clairaut's form; and hence solve the equation.

Solve the equation

\[ \frac{d x}{d z} + \beta \frac{d y}{d z} + \gamma \frac{d y}{d x} + \frac{y - 1}{d y} = 0, \]

where \( a + \beta + \gamma = 0 \).

6. Show that, if \( y_1 \) and \( y_2 \) be solutions of the equation

\[ \frac{d y}{d x} + Py = Q, \]

where \( P \) and \( Q \) are functions of \( x \) alone, and \( y_1 = y_2 \), then

\[ z = 1 + a e^{-\frac{Q}{d y} d x}, \]

where \( a \) is an arbitrary constant.

7. Prove that the variables in the equation

\[ \{x(x + p) + ax \} \frac{d y}{d x} = y(x + y) + b^2 \]

may be separated by the substitution \( x = u + v \) and \( y = ku - v \), provided \( k \) be properly chosen; and integrate the equation.

8. Show that the equations

\[ y - xp = a(y^2 + p) \]  
\[ y - xp = b(1 + x^2 p) \]

are derivable from a common primitive, and determine it.

Are the pair

\[ x + p(1 + p^2)^{\frac{1}{3}} = a \]  
\[ y - (1 + p^2)^{-\frac{1}{3}} = b \]

so derivable? Also the pair

\[ y = ax \]  
\[ y^2(1 + p^2) = b^2 \]

9. Integrate the differential equation

\[ x \{ (n^2 + (ax + bx)^2) + y \} \frac{d y}{d x} = \{ bx^2 + (ay + bx)^2 \} = 0. \]

A tangent to a curve at any point \( P \) cuts the tangent and the normal at a fixed point \( O \) in the points \( M \) and \( N \), and the rectangle \( OMPN \) is completed.
Find the curve which is such that the triangle formed by the tangents at any three points \( P, Q, R \) is equal to the triangle formed by the corresponding points \( P', Q', R' \).

10. Determine the system of curves which satisfy the differential equation
\[
dx{(1 + x^2) + ny} + dy{(1 + y^2) + nx} = 0;
\]
and show that the curve, which passes through the point \( x = 0 \) and \( y = n \), contains as part of itself the conics
\[
x^2 + y^2 + 2xy(1 + n^2) = n^2.
\]

11. Integrate the equation
\[
x^2 + y^2 = \frac{a - b}{a + b} \frac{x - y y'}{x + y y'}
\]
and examine the nature of the solution
\[
\frac{x^2}{a} + \frac{y^2}{b} = 1.
\]

12. Discuss the question whether \( y = 0 \) is a particular solution or a singular solution of the equation
\[
2 \left( x \frac{dy}{dx} + y \right)^2 = y \frac{dy}{dx}.
\]

13. Obtain, and interpret, the primitive and the singular solution (if there be one) of each of the equations
\[
(i) p^2 + \rho p^2 = \alpha (y + \mu z); \quad (ii) y^2 - 2yp + x + 2y = 0;
\]
\[
(iii) y(1 + p^2) = 2xp; \quad (iv) p^2 = (4y + 1)(p - y).
\]

14. Prove that, if a locus of points of inflection can be obtained from the integral family of curves of the equation \( \phi(x, y, p) = 0 \), it will be included in the result obtained by the elimination of \( p \) between the equations
\[
\phi = 0, \quad \frac{\partial \phi}{\partial x} + \rho \frac{\partial \phi}{\partial y} = 0.
\]

Discuss the solution of the equation
\[
(4p + 2x + x^3)^2 = (1 + x^2) (16y + 4x^2 + x^4).
\]
(Darboux.)

15. Obtain the primitive of the differential equation
\[
2y = xp + \frac{\alpha}{p}.
\]
Shew that the same equation is obtained by expressing the condition that \( p \) should have equal values in the differential equation as by expressing the condition that \( \alpha \) (the arbitrary constant) should have equal values in the primitive; and determine the geometrical meaning of this equation. Is it a singular solution?

### NOTE]

16. The primitive of the differential equation
\[
(2x^2 + 1) p^2 + (x^2 + 2xy + y^2 + 2) p + 2y^2 + 1 = 0
\]
is \( p^2 + \alpha (x + y) + 1 - xy = 0 \). Verify this; and obtain the singular solution both from the equation in \( p \) and from the equation in \( \alpha \), explaining the geometrical significance of the irrelevant factors that present themselves.

17. Show that the solution of the equation
\[
\alpha^2 y p^2 - 4xp + y = 0
\]
is
\[
\alpha^2 = 2 \alpha (3ax^2 y^2 - 8x^2) - 3ax^2 \alpha y^2 + \alpha^2 y^2 = 0.
\]
Is \( 2x = \pm ay \) a singular solution?

Trace the curve and the locus given by the equation independent of an arbitrary constant. (Woolsey Johnson.)

### SUPPLEMENTARY NOTE:

**RUNGE'S METHOD FOR THE NUMERICAL SOLUTION OF DIFFERENTIAL EQUATIONS.**

It is not always possible to obtain the explicit expression for a quantity \( y \) as defined by a differential equation even of the first order. Cases arise in which the quadratures required do not belong to known forms; cases occur in which reduction to quadratures is not possible, that is to say, the equation cannot be solved analytically in simple forms.

There is, however, a convenience, particularly for numerical problems, in being able to assign a numerical solution; and a method has been devised by Runge* which is effective for this purpose. The following account of Runge's method relates only to insoluble differential equations of the first order; reference should be made to his memoir for applications to equations of higher order. Briefly stated, the question may be propounded in the form:

A quantity \( y \) is defined by the differential equation
\[
\frac{dy}{dx} = f(x, y),
\]
and it is subject to the condition that \( y = b \) when \( x = a \); what is the value of \( y \), when \( x = c \)?

For the purpose of the question, it is assumed that $a$, $b$, $c$, are real; that $c$ is greater than $a$; and that $f(x, y)$ remains finite throughout. As a matter of fact, we take $f(x, y)$ to be not greater than 1 numerically: if at any stage the value of $f(x, y)$ is greater than 1, we deal with the equation

$$\frac{dx}{dy} = \frac{1}{f(x, y)},$$

which satisfies the assumption made.

The range between $a$ and $c$ is divided into portions, not necessarily equal to one another; if $h$ denote one of these portions, the governing consideration is that the approximation shall be accurate to quantities of the order $h$ inclusive. According to the degree of accuracy required, we shall have an indication of the extent of the portions.

For brevity, write

$$f(x, y), \frac{\partial}{\partial x} f(x, y), \frac{\partial^2}{\partial x^2} f(x, y), \frac{\partial}{\partial y} f(x, y), \frac{\partial^2}{\partial x \partial y} f(x, y),$$

respectively, when $x$ is made equal to $a$ and $y$ to $b$ after the differentiations are affected. Let

$$k_1 = f(a + \frac{1}{2}h, b + \frac{1}{2}f_1h);$$

and let

$$k_2 = \frac{1}{2}(k' + k''),$$

where

$$k' = f_3h,$$

$$k'' = f(a + h, b + k')h,$$

$$k'' = f(a + h, b + k'')h.$$  

Then, expanding and rejecting powers of $h$ beyond $h^2$, we have

$$k_1 = f_3h + \frac{1}{2}(f_1 + f_3f_1)h^2 + \frac{1}{2}(f_1 + 2f_3f_1 + f_3^2f_2)h^3 + \ldots,$$

$$k_2 = f_3h + \frac{1}{2}(f_1 + f_3f_1)h^2 + \frac{1}{2}(f_1 + 2f_3f_1 + f_3^2f_2 + 2f_3(f_1 + f_3f_2))h^3 + \ldots.$$  

Let the value of $y$ when $x = a + h$ be denoted by $b + k$; then, if

$$k = a_1h + \frac{1}{2}a_2h^2 + \frac{1}{3}a_3h^3 + \ldots,$$

we must have

$$a_1 + a_2h + \frac{1}{2}a_2h^2 + \ldots = f(a + h, b + k);$$

$$= f_1 + f_3h + \frac{1}{2}(h^2f_1 + 2hf_1 + f_3^2f_2 + \frac{1}{3}f_3^3f_2)h^2 + \ldots;$$

Consequently

$$a_1 = f_1;$$

$$a_2 = f_3 + f_3f_1;$$

$$a_3 = f_3 + 2f_3f_2 + f_3^2f_2 + f_3(f_1 + f_3f_2),$$

which are the initial coefficients in the accurate value* of $k$. From the expressions for $k_1$ and $k_2$, we have

$$k = \frac{2}{3}k_1 + \frac{1}{3}k_2;$$

$$= k_1 + \frac{1}{2}(k_2 - k_1),$$

accurately as far as quantities of the order $h^2$ inclusive.

When we write $k$ in the form

$$\frac{3}{2}(k' + 4k'' + k'''),$$

the approximation takes the form stated in Simpson's rule†.

Having now obtained $b + k$ as the value of $y$, which is associated with $a + h$ as the value of $x$ to the required degree of approximation, we can take $a + h$ and $b + k$ as initial values of the variables for the next portion of the range of variation of $x$: and obtain a final value $b + k + k'$ of $y$ which is associated with the final value $a + h + k'$ of $x$, to the same degree of approximation as before.

We thus proceed from portion to portion of the range until the ultimate value of $x$ is attained.

**Ex. 1.** A solution of the equation

$$\frac{dy}{dx} = \frac{y^3 - 2x}{y^2 + x},$$

is to satisfy the condition that $y = 1$ when $x = 0$; find its value when $x = \frac{1}{2}$.

For the sake of illustration, the range from $x = 0$ to $x = 5$ will be divided into two portions: from $x = 0$ to $x = 2$, and from $x = 2$ to $x = 5$.

For the first portion of the range, we have

$$a = 0, b = 1, k = 2, f_6 = 1.$$

* It would, of course, be possible to use this expansion to calculate $k$; but the calculations are long, and might be intricate. They are avoided by the adoption of Runge's result.

Thus
\[ k_1 = f(1, 1) \times 2 = -2 \times 1.01 = -1.02. \]
Also
\[ k' = 2; \]
\[ k'' = f(2, 2) \times 2 = 2 \times 1.44 = 2.88. \]

\[ f(a + h, b + k') = f(2, 1.1) = 1.207. \]
\[ k_2 = \frac{1}{2} (k' + k'') = \frac{1}{2} (2.88 + 1.207) = 1.592. \]

Here
\[ \frac{1}{2} (k_2 - k_1) = 0.092, \]
and therefore
\[ k = k_1 + \frac{1}{2} (k_2 - k_1) = 1.16. \]

Consequently
\[ y = 1.156, \quad x = 2, \]
are simultaneous values for the solution determined by
\[ y = 1, \quad x = 0. \]

The calculations in the second stage are similar to those which precede: only the results will be stated. We have
\[ a = -2, \quad b = 1.156, \quad x = 2; \]
\[ k_1 = 1.156; \]
\[ k' = 1.33; \]
\[ k'' = 0.104; \]
\[ k_2 = 1.34. \]

Hence we have
\[ k = 1.35; \]

and therefore the value of \( y \), when \( x = 5 \), is given by
\[ y = 1.156 + 1.35 = 1.291, \]
with a possible error of one unit in the third place of decimals.

Ex. 2. Apply the process to the equation
\[ \frac{dy}{dx} = \frac{y - x}{y + x} \]
for a solution which is 1 when \( x = 0 \); and prove that \( y = 1.499 \) when \( x = 1 \).

(It is convenient to divide the range into three portions 0 to 2, 2 to 5, and 5 to 1.)

Integrate the equation; and compare the result obtained by the numerical process with the accurate value.

(Runge.)

---

CHAPTER III

THE GENERAL LINEAR DIFFERENTIAL EQUATION WITH CONSTANT COEFFICIENTS

Preliminary Formulas.

31. Before proceeding to the discussion of the linear equation of the \( n \)th order with constant coefficients, it is convenient to formulate and prove certain theorems in differentiation and integration, which will be required in that discussion.

Let \( D \) stand for \( \frac{d}{dx} \); \( D^n \) for \( \frac{d^n}{dx^n} \); and so on. Then this symbol \( D \) obviously is subject to the fundamental laws of algebra; for evidently

\[ (D^n + D^m) u = (D^n + D^m) u; \]
\[ D^n . D^m u = D^m . D^n u = D^{m+n} u; \]
\[ D(u + v) = Du + Dv. \]

It is necessary to deal with negative indices; thus if we have
\[ Du = v, \]
and if, after the algebraical analogy, we write
\[ u = D^{-1} v, \]
we have
\[ v = Du = D . D^{-1} v, \]
so that
\[ D . D^{-1} = 1. \]

Thus \( D^{-1} \) represents such an operation on any quantity that, if the operation represented by \( D \) be subsequently performed, the quantity is left unaltered. It at once follows that these symbols with negative indices also follow the laws of algebra; and an operation with a negative index is equivalent to an integration.
But it is important to point out that the special object of these inverse operations is to find an integral but not the complete integral; and the arbitrary constant which arises in integration is therefore omitted.

In what follows, \( \psi \) denotes a functional symbol; and \( \psi (x) \) everywhere denotes a rational function of \( x \) which can be expanded in ascending or descending integral powers (or both) of the variable.

32. Theorem I. 
\[
\psi (D) e^{ax} = \psi (a) e^{ax}.
\]
For, since \( D \) stands for \( \frac{d}{dx} \),
\[
D e^{ax} = a e^{ax}.
\]
When each side is operated on with \( D^{-1} \), the equation becomes
\[
D^{-1} D e^{ax} = a D^{-1} e^{ax};
\]
or transposing the sides of the equation and dividing by \( a \), we have
\[
D^{-1} e^{ax} = e^{ax}.
\]
Repeating these operations, we obtain the equations
\[
D^n e^{ax} = a^n e^{ax},
\]
\[
D^{-m} e^{ax} = e^{-m} e^{ax}.
\]
Now as \( \psi \) is a rational function which can be expanded in powers, we may write
\[
\psi (D) e^{ax} = \left[ A_0 + A_1 x + A_2 x^2 + \ldots + A_r x^r + \ldots + B_1 a x + B_2 a^2 x^2 + \ldots \right] e^{ax} = \left[ A_0 + A_1 a x + A_2 a^2 x^2 + \ldots + B_1 a x + B_2 a^2 x^2 + \ldots \right] e^{ax} = \psi (a) e^{ax}.
\]
33. Theorem II. If \( X \) denote any function whatever of \( x \), then
\[
\psi (D) [e^{ax} X] = e^{ax} \psi (D + a) X.
\]
A single operation with \( D \) gives
\[
D [e^{ax} X] = e^{ax} (D + a) X,
\]
from which, if both sides are multiplied by \( e^{-ax} \), we have
\[
(e^{-ax} D e^{ax}) X = (D + a) X,
\]
so that the effect of operating on \( X \) with \( e^{-ax} D e^{ax} \) is to give \( D + a \) operating on \( X \). Let the operation be repeated; then
\[
(e^{-ax} D e^{ax}) (e^{-ax} D e^{ax}) X = (D + a) (D + a) X,
\]
or
\[
(e^{-ax} D e^{ax}) (e^{-ax} D e^{ax}) X = (D + a)^2 X.
\]
Operate again with \( e^{-ax} D e^{ax} \); then
\[
(e^{-ax} D e^{ax}) (e^{-ax} D e^{ax}) X = (D + a) (D + a)^2 X,
\]
or
\[
(e^{-ax} D e^{ax}) X = (D + a)^n X,
\]
and so on. If the operation be performed \( n \) times, the resulting equation will be
\[
(e^{-ax} D^n e^{ax}) X = (D + a)^n X,
\]
which, multiplied by \( e^{ax} \), gives
\[
D^n [e^{ax} X] = e^{ax} (D + a)^n X,
\]
where \( n \) denotes a positive integer.

Consider now the case of negative indices; write
\[
(D + a)^{-n} X = X_n,
\]
so that
\[
X = (D + a)^{-n} X_n.
\]
Then the result just obtained may be written
\[
D^n e^{ax} (D + a)^{-n} X_n = e^{ax} X_n.
\]
Operate on each side with \( D^{-n} \); the result is
\[
e^{ax} (D + a)^{-n} X_n = D^{-n} e^{ax} X_n.
\]
Now no limitations were assigned to the form of \( X \) and there are therefore none on that of \( X_n \), which can thus represent any function of \( x \); denoting it therefore by \( X \), we have
\[
D^{-n} [e^{ax} X] = e^{ax} (D + a)^{-n} X,
\]
Let \( \psi (D) \) be expanded in integral powers of \( D \), positive and negative (if necessary); and let \( e^{ax} X \) be operated on by these integral powers in succession, the equivalent values derived from the foregoing equations being substituted and the terms collected as before; then the result is
\[
\psi (D) [e^{ax} X] = e^{ax} \psi (D + a) X.
\]
Corollary. If we write
\[
e^{ax} X = Y,
\]
so that \( Y \) is a function of \( x \), then
\[
\psi (D) Y = e^{ax} \psi (D + a) [Y e^{-ax}],
\]
a theorem which is useful. For example, let it be required to find a particular value of \( y \) to satisfy the equation
\[
\frac{dy}{dx} + ky = V.
\]
With the notation adopted, this will be
\[ y = \frac{1}{D+k} V \]
\[ = e^{ax} \frac{1}{D+k+a} V e^{-ax}; \]
or choosing \( a \) so that \( a+k=0 \), this is
\[ y = e^{-ax} \frac{1}{D} V e^{ax} \]
\[ = e^{-ax} \int V \, dx \, dx. \]

34. Theorem III. If \( \psi (a) \) be an even function of \( a \), say \( \phi (a^2) \), then
\[ \psi (D) \sin (ax + \alpha) = \phi (-a^2) \sin (ax + \alpha). \]
For
\[ D^2 \sin (ax + \alpha) = (-a^2) \sin (ax + \alpha); \]
and the theorem follows as before.

Corollary. If \( \psi (a) \) be not an even function of \( a \), it can be expressed in the form
\[ \phi (a^2) + a \chi (a^2) \]
where \( \phi \) and \( \chi \) are even functions of \( a \); in this case,
\[ \psi (D) \sin (ax + \alpha) = [\phi (D^2) + a \chi (D^2)] \sin (ax + \alpha) \]
\[ = \phi (-a^2) \sin (ax + \alpha) + a \chi (-a^2) \cos (ax + \alpha). \]
If the function to be operated upon be the cosine instead of the sine, the corresponding changes are obvious.

35. Theorem IV. This is really an extension of Leibnitz's theorem for the successive differentiation of the product of two quantities whose differential coefficients are known.

If \( \psi (a) \) as before denote any rational function expansible in integral powers of \( a \), and \( \psi' (a), \psi'' (a), \psi''' (a), \ldots \) denote its first, second, third, \ldots differential coefficients with regard to \( a \), then the extended theorem is
\[ \psi (D) uv \]
\[ = u \psi (D) v + Du \psi' (D) v + \frac{D^2 u}{2!} \psi'' (D) v + \frac{D^3 u}{3!} \psi''' (D) v + \ldots. \]

The proof depends on Leibnitz's theorem, and is similar to that of the preceding propositions.

33-36] WITH CONSTANT COEFFICIENTS

The advantage of this theorem arises in cases where one of the two quantities \( u \) and \( v \) is a power of \( x \), or is the sum of powers of \( x \). If, for instance, \( u = x^{m-1} \), the series on the right-hand side need only be written as far as the \( m^{th} \) term; and such inverse operations as are to be carried out will be performed on a single quantity \( v \).

Example. Show that, if
\[ (D+k)^2 y = x^2 V, \]
where \( V \) is a function of \( x \) only, \( y \) is given by
\[ e^{-ax} \left( x^2 \int e^{ax} V \, dx - 4 \int e^{ax} V \, dx + 6 \int e^{ax} V \, dx \right). \]

36. Another important operator which sometimes occurs is \( x \frac{d}{dx} \) or, with the previous notation, \( xD \); and similar theorems concerning this can be enunciated.

Let \( F(x) \) denote a rational function of \( x \) expansible in powers of \( x \); then in \( F(xD) \) we shall have terms of the form \( (xD)^n \) which means, not \( x^n \frac{d^n}{dx^n} \), but \( x \frac{d}{dx} \frac{d}{dx} \ldots \) operating \( n \) times. The relation between these two operators will be obtained immediately (§ 37).

Theorem I. \( F(xD) x^m = F(xD) x^m. \)
For
\[ (xD) x^m = mx^m, \]
\[ (xD) x^m = (xD) x^m = mx^m = x^m x^m, \]
and so for all integral powers positive and negative. Hence the theorem.

Example. Prove that, if \( U \) be a function of \( x \) of the form
\[ A + Bx + Cx^2 + Dx^3 + \ldots, \]
then
\[ \frac{1}{F(xD)} U = \frac{1}{F(0)} + \frac{A}{F(1)} x + \frac{B}{F(2)} x^2 + \frac{C}{F(3)} x^3 + \ldots. \]

Theorem II. \( F(xD) x^m V = x^m F(xD + m) V. \)
We have
\[ xD (x^m V) = x^m (xD + m) V, \]
or
\[ (x^{-m} \cdot xD \cdot x^m) V = (xD + m) V, \]
so that the operators \( x^{-m} \cdot xD \cdot x^m \) and \( xD + m \) are equivalent. The course of proof follows lines exactly similar to those for the corresponding theorem with \( F(D) \); and the result is in the enunciated form.
37. The relation between the operators \( D^n \) and \( xD \) is given by the formula

\[
ax^n D^n = axD(xD - 1)(xD - 2) \ldots (xD - n + 1).
\]

The theorem can be established directly; for if \( u \) the subject of operation be expanded in a series of terms of the form \( A_m x^m \), the result of operating on this with \( D^n \) and multiplying by \( ax^n \) is zero if \( m < n \), and is

\[
m(m - 1)(m - 2) \ldots (m - n + 1) A_m x^m,
\]

if \( m \geq n \); but this is also the result of operating with the right-hand side. Hence the operators are equivalent for each term of \( u \) and so for the sum of all the terms of \( u \), i.e. for \( u \) itself.

The theorem can also be established by induction; for suppose

\[
ax^n D^m u = axD(xD - 1)(xD - 2) \ldots (xD - n + 1) u,
\]

and write

\[
u = (xD - n) v;
\]

then

\[
D^n u = axD^{n+1} v,
\]

and so

\[
x^{n+1} D^{n+1} v = axD(xD - 1)(xD - 2) \ldots (xD - n) v.
\]

Now \( v \) is any general function; hence \( v \) is also a general function.

The theorem, if true for \( n \), is thus true for \( n + 1 \); it is obviously true for the values 1 and 2, and so it is true generally.

---

**Some Properties of the General Linear Differential Equation.**

38. The general type of linear differential equation of the \( n \)th order is

\[
\frac{d^n y}{dx^n} + X_1 \frac{d^{n-1} y}{dx^{n-1}} + X_2 \frac{d^{n-2} y}{dx^{n-2}} + \ldots + X_{n-1} \frac{dy}{dx} + X_n y = V,
\]

in which \( X_1, X_2, \ldots, X_n, V \), are functions of \( x \) (or constants) but do not contain \( y \); for the sake of shortness, let it be written

\[
\Phi (D) y = V.
\]

If this equation be integrated step by step so that each integration reduces the order of the equation by unity, every time such a reduction is effected an arbitrary constant enters, and therefore, when ultimately the integral equation is obtained, \( n \) arbitrary constants in all will have entered; or we shall expect

the primitive of a given linear differential equation to contain a number of arbitrary constants equal to the order of the equation.

There are certain properties appertaining to all linear equations in common which simplify to some extent their integration; the most important of these are the following.

39. I. Let \( \eta \) be any particular value of \( y \), which satisfies the equation; and let

\[
y = \eta + Y.
\]

Then substituting this value of \( y \) in the equation we have

\[
\Phi (D) Y + \Phi (D) \eta = V.
\]

But, since \( \eta \) is some solution of

\[
\Phi (D) y = V,
\]

the equation now becomes

\[
\Phi (D) Y = 0,
\]

so that to solve the original equation we must solve generally this equation, which is the same as the original equation except that the right-hand side is now zero. When the primitive of this modified equation, which will contain \( n \) arbitrary constants because it is of the \( n \)th order, has been obtained, it must be added to \( \eta \); and the result equated to \( y \) will be the primitive of the given equation. The primitive then consists of two parts:

*First*, the quantity \( \eta \), which is called the **Particular Integral** and is any solution whatever (the simpler the better) of the original equation;

*Second*, the quantity \( Y \), which is called the **Complementary Function** and is the primitive of the equation when the right-hand side is made zero.

The sum of these two parts is the primitive of the general equation. If in any particular case the right-hand side should already be zero, the former of these parts will not occur.

The various methods available for the deduction of the Particular Integral occur later in § 46. The remaining properties are useful in the investigation of the Complementary Function.

40. II. If \( Y = Y \), be a solution of the equation

\[
\Phi (D) Y = 0,
\]
then \( Y = C_1 Y_1 + C_2 Y_2 + \ldots + C_n Y_n \) is also a solution, where \( C_1, C_2, \ldots, C_n \) are constants.

For \( \Phi(D) Y = \Phi(D) C_1 Y_1 + \Phi(D) C_2 Y_2 + \ldots \), and each term on the right-hand side is zero. No restriction whatever has been laid on the values of the constants \( C_1, C_2, \ldots, C_n \) are constants.

Hence the determination of the complementary function is reduced to that of particular solutions of the simpler equation.

41. III. If a single particular solution of the simpler equation be known, the order of the given differential equation can be lowered by unity.

Let \( Y_1 \) be a solution of

\[ \Phi(D) Y = 0, \]

and let the substitution of the value \( Y_1 z \) be made in the equation

\[ \Phi(D)y = V, \]

then, by § 35, the left-hand side becomes

\[ z \Phi(D) Y_1 + Dz \frac{\partial \Phi}{\partial D} Y_1 + \frac{D^2 z}{2!} \frac{\partial^2 \Phi}{\partial D^2} Y_1 + \ldots + \frac{D^n z}{n!} \frac{\partial^n \Phi}{\partial D^n} Y_1, \]

in which the operations \( \frac{\partial \Phi}{\partial D}, \ldots \) are derived from \( \Phi \) by temporarily considering \( D \) as a magnitude and obtaining the partial differential coefficients with regard to \( D \).

But

\[ \frac{\partial^n \Phi}{\partial D^n} = n!, \]

\[ \frac{\partial^{n-1} \Phi}{\partial D^{n-1}} = \frac{n!}{1!} D + (n - 1)! X_1, \]

\[ \frac{\partial^{n-2} \Phi}{\partial D^{n-2}} = \frac{n!}{2!} D + (n - 1)! X_1 D + (n - 2)! X_2, \]

and so on; hence, re-writing the equation, we obtain

\[ Y_1 D^n z + (X_1 Y_1 + n D Y_1) D^{n-1} z + \ldots + Dz \frac{\partial \Phi}{\partial D} Y_1 + z \Phi(D) Y_1 = V. \]

But by hypothesis

\[ \Phi(D) Y_1 = 0, \]

so that the last term on the left-hand side disappears; the quantity \( Y_1 \) is supposed known, and therefore all the functions of it on the left-hand side may be considered known. Let \( Z \) be written for \( Dz \); then the equation becomes

\[ Y_1 D^{n-1} Z + (X_1 Y_1 + n D Y_1) D^{n-2} Z + \ldots + Z \frac{\partial \Phi}{\partial D} Y_1 = V, \]

an equation of order \( n - 1 \).

Ex. As a corollary prove that, if \( m \) particular solutions of the simpler equation be known, the order of the original differential equation can be reduced by \( m \).

42. IV. The given equation may be transformed into an equation, from which the second term (i.e. the term involving the differential coefficient of order one less than the order of the equation) is absent.

The substitution of \( Y_1 z \) for \( y \) gives, for the coefficient of \( D^{n-1} z \),

\[ X_1 Y_1 + n D Y_1, \]

(and up to this point in the last section the assumed value of \( Y_1 \) was not used, so that the equation there was perfectly general). Since the term in \( D^{n-1} z \) is to be absent, we now have

\[ X_1 Y_1 + n D Y_1 = 0, \]

and therefore

\[ \log Y_1 = \frac{1}{n} \int X_1 dx, \]

or

\[ Y_1 = e^{-\frac{1}{n} \int X_1 dx}, \]

no arbitrary constant being inserted as the differential equation remains linear and of the \( n \)th order. If this value of \( Y_1 \) be substituted the differential equation in \( z \) is freed from the term in \( D^{n-1} z \).

Of these properties, I. and II. will be immediately useful.
43. If, in the general linear equation, the coefficients of \( y \) and of its differential coefficients be constants, it may be written
\[
\frac{d^n y}{dx^n} + a_1 \frac{d^{n-1} y}{dx^{n-1}} + \ldots + a_{n-1} \frac{dy}{dx} + a_n y = V,
\]
or say
\[
f(D)y = V,
\]
in which \( f(D) \) is a polynomial function of \( D \) alone, and \( V \) is any function of \( x \). It has already been proved that the solution of the equation consists of two parts which can be obtained separately; these will be taken in turn.

44. To find the Complementary Function.

The complementary function is the primitive of
\[
f(D)y = 0.
\]
Now it has been proved that
\[
f(D) e^{ax} = f(a) e^{ax},
\]
so that \( y = e^{ax} \) will be a particular solution of the equation, if \( a \) be such as to make
\[
f(a) = 0.
\]
But \( f(a) \) is a polynomial function of degree \( n \), and therefore there are \( n \) roots of the equation
\[
f(a) = 0.
\]
Let these \( n \) roots be \( a, \beta, \ldots, \lambda \); then \( e^{ax}, e^{\beta x}, \ldots, e^{\lambda x} \), are \( n \) particular solutions of the equation
\[
f(D)y = 0;
\]
and the primitive is therefore
\[
y = A e^{ax} + B e^{\beta x} + \ldots + L e^{\lambda x},
\]
in which \( A, B, \ldots, L \) are \( n \) arbitrary constants. This value of \( y \) is the complementary function of the original equation; and, if the roots be all real and different from one another, it is complete.

If however two roots be equal to one another, say \( a \) and \( \beta \), then the value of \( y \) becomes
\[
y = (A + B) e^{ax} + C e^{\beta x} + \ldots + L e^{\beta x},
\]
which it is sometimes necessary to express in a form free from
\* Throughout the book, \( i \) will be used to denote \( \sqrt{-1} \), in accordance with custom.
imaginary quantities. If cosines and sines be substituted for the exponentials, this expression becomes

\[ e^{\omega x} [(A' + B') \cos \phi x + i (A' - B') \sin \phi x]. \]

Since \( A' \) and \( B' \) are arbitrary constants, we may write

\[ A' + B' = F, \]
\[ i (A' - B') = G, \]

and we then have \( F \) and \( G \) arbitrary; the corresponding terms in the complementary function therefore become

\[ e^{\omega x} (F \cos \phi x + G \sin \phi x). \]

Lastly, if an imaginary root be repeated, the conjugate imaginary root will also be repeated; and the corresponding terms in \( y \) will be

\[ e^{\omega x} e^{\pm i\phi} [(A' + A''x) + e^{\pm i\phi} (B' + B''x)]. \]

Using the same method as before, and writing

\[ A' + B' = F, \]
\[ A'' + B'' = F', \]
\[ i (A' - B') = G, \]
\[ i (A'' - B'') = G', \]

we obtain as the corresponding part of the complementary function

\[ e^{\omega x} [(F + F'x) \cos \phi x + (G + G'x) \sin \phi x]. \]

Results, analogous to those in the case of multiple repetition of real roots, are obtained in the case of multiple repetition of imaginary roots.

45. In some cases of the general linear equation, when the coefficients are not constants but are some functions of \( x \), a method somewhat similar to this will apply. Thus, it might happen that, when for \( y \) in the equation

\[ (D^n + X_1 D^{n-1} + \ldots + X_{n-1} D + X_n) y = 0, \]

there is substituted \( \psi (m, x) \), where \( \psi \) is a function of definite form, the resulting equation had a factor independent of \( x \) such as \( \phi (m) \); if this were so, the factor would usually be of the degree \( n \), and so equated to zero would satisfy the differential equation and would furnish \( n \) values of \( m \) which may be denoted by \( m_1, m_2, \ldots, m_n \); the primitive would then be

\[ y = A_1 \psi (m_1, x) + A_2 \psi (m_2, x) + \ldots + A_n \psi (m_n, x). \]

If two roots were equal, as \( m_1 \) and \( m_2 \), then writing \( m_n = m_1 + h \) we have for the corresponding part of \( y \)

\[ (A_1 + A_2) \psi (m_1, x) + h A_n \left[ -\frac{\partial \psi (m_1, x)}{\partial m_1} + \frac{h}{2} \frac{\partial^2 \psi (m_1, x)}{\partial m_1^2} + \ldots \right], \]

or

\[ A_1 \psi (m_1, x) + B \frac{\partial \psi (m_1, x)}{\partial m_1} \psi (m_1, x), \]

on changing the constants and making \( h \) ultimately zero as before. A similar process holds for the case of a multiple repetition of any root \( m_n \). In the case of imaginary roots, the corresponding parts of \( y \) should usually have the constants changed in the modified expression, so as to leave the latter free from imaginary symbols.

This process was adopted in the case of constant coefficients, the special form of \( \psi \) used being \( e^{m_0 x} \). When the equation is homogeneous (§ 55), that is, when it takes the form

\[ ax^m \frac{d^m y}{dx^m} + \lambda_1 x^{m-1} \frac{d^{m-1} y}{dx^{m-1}} + \ldots + \lambda_n x \frac{dy}{dx} + A_n y = 0, \]

in which the quantities \( \lambda \) are constants, the proper form of \( \psi \) (see § 30) to be substituted is \( e^{m_0 x} \). Occasionally, by a suitable change of variable, a given equation can be reduced to the above shape.

Ex. 1. Solve \( \frac{d^3 y}{dx^3} + 3 \frac{dy}{dx} + 2y = 0. \)

When we substitute \( y = e^{m_0 x} \), the equation for \( m \) is

\[ (m+1)(m+2) = 0, \]

so that

\[ y = A e^{m_0 x} + B e^{m_0 x}. \]

Ex. 2. Solve \( \frac{d^2 y}{dx^2} - 2 \lambda \frac{dy}{dx} + (\lambda^2 + \mu^2) y = 0. \)

The equation for \( m \) is

\[ (m-\lambda)^2 + \mu^2 = 0, \]

so that

\[ y = e^{m_0 x} C \cos (\mu x + \alpha), \]

or

\[ y = e^{m_0 x} (A \cos \mu x + B \sin \mu x). \]

Cor. The solution of \( \frac{d^2 y}{dx^2} + \mu^2 y = 0 \) is

\[ y = A \cos \mu x + B \sin \mu x. \]
Ex. 3. Solve \( \frac{d^2 y}{dx^2} - 2 \frac{dy}{dx} + y = 0 \).

The equation for \( m \) is \((m - 1)^2 = 0\),

and therefore 
\[ y = e^x (A + Bx). \]

Ex. 4. Solve \( \frac{d^3 y}{dx^3} + 2m^2 \frac{d^2 y}{dx^2} + ny = 0 \).

The equation for \( m \) is 
\[(m^2 + n)^2 = 0, \]

and the value of \( y \) is 
\[ (A + Bx) \cos nax + (C + Dx) \sin nax. \]

Ex. 5. Solve \( x^4 \frac{d^2 y}{dx^2} + x \frac{dy}{dx} - y = 0 \).

When we substitute \( x^m \) for \( y \), the equation for \( m \) is 
\[ m(m - 1) + m - l = 0, \]

so that \( m = +1 \) or \(-1\); the value of \( y \) is therefore 
\[ Ax + \frac{B}{x}. \]

Ex. 6. Solve \( x^2 \frac{d^3 y}{dx^3} - 3x^2 \frac{d^2 y}{dx^2} + 7x \frac{dy}{dx} - 8y = 0 \).

With the same substitution as in Ex. 5, the equation for \( m \) is 
\[ m(m - 1)(m - 2) - 3m(m - 1) + 7m - 8 = 0, \]

or 
\[ m^3 - 6m^2 + 12m - 8 = 0, \]

giving \( m = 2 \) thrice. Hence the value of \( y \) is 
\[ Ax^m + B \frac{d}{dx} x^m + C \frac{d^2}{dx^2} x^m, \]

\( m \) being put equal to \( 2 \) after differentiation; and thus the integral is 
\[ x^2 (A + B \log x + C (\log x)^2). \]

Ex. 7. Solve 
\[ (a + bx^2) \frac{d^2 y}{dx^2} + A (a + bx) \frac{dy}{dx} + By = 0. \]

Let \( a + bx = z \); the equation will then be similar in form to the last two.

Ex. 8. Solve

(i) \( (D^4 + 5D^3 + 6) y = 0; \)
(ii) \( (D^4 + a^4) y = 0; \)
(iii) \( (D^4 - a^4) y = 0; \)
(iv) \( \frac{dy}{dx} = y; \)
(v) \( x^2 \frac{d^2 y}{dx^2} + 3x \frac{dy}{dx} + y = 0; \)
(vi) \( (1 + x)^2 \frac{d^2 y}{dx^2} + (1 + x)^3 \frac{dy}{dx} + 3(1 + x) \frac{dy}{dx} - 8y = 0. \)

45-46] THE PARTICULAR INTEGRAL

Returning now to the linear equation, in which the coefficients of the differential coefficients of \( y \) are constants, it is necessary to find a particular integral of the equation

\[ f(D) y = V, \]

in which \( V \) is a function of \( x \). Solving by the method of symbolical operators, we have

\[ y = \frac{1}{f(D)} V; \]

the evaluation of the right-hand side will furnish a satisfactory value of \( y \).

In some particular cases the form of \( V \) renders evaluation easy; we will proceed to mention some of these which occur most frequently.

I. Let \( V \) be a polynomial in \( x \); suppose the highest power of \( x \) in \( V \) to be the \( n^{th} \). To find the particular integral, \( \frac{1}{f(D)} \)

must be expanded in ascending powers of \( D \); and, because \( D^{n+1} \)

and operators of a higher order would reduce to zero all the terms of \( V \), the terms in this expansion beyond \( D^n \) may be omitted. Further, if the lowest power of \( D \) in \( f(D) \) be \( D^k \), then the expansion will begin with \( D^{k-1} \) and it does not need to be carried on beyond \( D^n \), i.e. \( D^{n+k} \); hence in \( f(D) \) all terms of order higher than \( D^{n+k} \) may in this case at once be omitted before expansion.

Ex. 1. Solve \( (D^4 - 4D + 4) y = x^2. \)

We have

\[ y = \frac{1}{(2 - D)^2} x^2 \]

\[ = \frac{1}{4} \left[ 1 + 2 \frac{D}{3} + 3 \left( \frac{D}{2} \right)^2 \right] x^2 = x^2 + \frac{3}{4} + \frac{3}{8}, \]

as the particular integral. The complementary function is \( e^{ax} (A + Bx) \); hence the primitive is

\[ y = e^{ax} (A + Bx) + \frac{1}{4} (2x^2 + 4x + 3). \]

Ex. 2. Solve \( (D^4 - a^4) y = x^2. \)

The primitive is evidently

\[ y = \frac{x^3}{a^3} + A e^{ax} + B e^{-ax} + C \cos (ax + a). \]
Ex. 3. Solve \((D^4 - 2D^3 + D^2)y = x^3\).

We have
\[
y = \frac{1}{D^4} x^3 = \frac{1}{(1 - D)^4} x^3 = \frac{1}{D^4} (1 + 2D + 3D^2 + 4D^3 + 5D^4 + 6D^5) x^3,
\]
terms up to the fifth being retained (§ 46). Now \(1 + 2D + \ldots \) and \(\frac{1}{D^4}\) may be considered separate operators; operating with the former first and remembering that only a particular value is wanted, so that constants need not be inserted with \(\frac{1}{D^4}\), the value for \(y\) is
\[
x^5 + \frac{x^4}{2} + 3x^3 + 12x^2 + 20x.
\]

Now if \(\frac{1}{D^4}\) had operated first (or if the second operator had been taken distributively, each term with \(\frac{1}{D^4}\), so as to be
\[
\frac{1}{D^4} + \frac{2}{D^3} + \frac{3}{D^2} + 3 + 6D + 6D^2,
\]
then the value for \(y\) would have become
\[
x^5 + \frac{x^4}{2} + 3x^3 + 12x^2 + 30x + 36.
\]
The primitive is
\[
y = (A' + B'x) e^{\alpha x} + A + Bx + \frac{e^{\alpha x}}{2} + \frac{x^2}{2} + 3x^3 + 12x^2,
\]
The apparently additional part of the particular integral obtained, when the operators are taken in the second order, is seen to be included in the complementary function, since \(A\) and \(B\) are arbitrary constants.

Note 1. It is easy to see that in general not merely may the terms of an order higher than \(D^{n+k}\) be at once removed from \(f(D)\), but also that in the development of the expanded factor of \(f(D)\) all powers of \(D\) of an order higher than \(D^k\) can be omitted, whatever be the magnitude of \(k\).

Note 2. In particular, if \(X\) be a constant, only the lowest power in \(f(D)\) need be retained.

Ex. 4. Solve
\[
\begin{align*}
(D^4 + 2D^3 + 3D^2 + 2D + 1) y &= 1 + x + x^2; \\
(D^2 + D - 1) y &= x.
\end{align*}
\]

II. This method may be applied to evaluate \(y\), when \(V\) is an exponential, and to simplify the process (by rendering the evaluation more proximate) when \(V\) contains an exponential factor. In either case we may write
\[
V = e^{\alpha x} X,
\]
and then
\[
y = \frac{1}{f(D)} V = \frac{1}{f(D)} e^{\alpha x} X = e^{\alpha x} \frac{1}{f(D + \alpha)} X.
\]
If \(X\) be a constant, the value of \(y\) is now at once obtainable by the preceding method. The quantity \(a\) may or may not be a root of \(f(a) = 0\). Suppose it to be a root occurring \(r\) times, so that for a single root \(r = 1\). If \(a\) be not a root, \(r = 0\). Then expanding \(f(D + \alpha)\), we have
\[
f(D + \alpha) = r! f^{(a)}(\alpha) + \frac{D^{r+1}}{r!} f^{(r+1)}(\alpha) + \ldots,
\]
in which \(f^{(a)}(\alpha)\) means the \(\mu\)th differential coefficient of \(f(z)\) with respect to \(z\), when \(a\) is substituted for \(z\); for \(y\), we have (by attending to the remark at the end of Ex. 3 on p. 72)
\[
y = \frac{1}{f^{(a)}(\alpha)} \frac{C}{D^r} e^{\alpha x}.
\]
In particular, if \(r = 0\), then
\[
y = \frac{C}{f^{(a)}(\alpha)} e^{\alpha x}.
\]
Ex. 5. Solve \((D^4 + D + 1) y = e^{\alpha x}\).

Here \(2\) is not a root of \(x^2 + x + 1 = 0\), and therefore
\[
y = e^{\alpha x} \frac{1}{2 + x^2 + x} = \frac{1}{7} e^{\alpha x};
\]
and the primitive is
\[
y = e^{-\frac{1}{7} \alpha} \left( A \cos \frac{3}{7} \frac{\pi}{2} + B \sin \frac{3}{7} \frac{\pi}{2} \right) + \frac{1}{7} e^{\alpha x}.
\]

Ex. 6. Solve \((D^2 - 4D + 3) y = e^{\alpha x}\).

Here
\[
y = \frac{1}{(D - 2)(D - 3)} e^{\alpha x} = e^{\alpha x} \frac{1}{2 \alpha} \frac{D}{(D + 2)} e^{\alpha x};
\]
and the primitive is
\[
y = A e^{\alpha x} + B e^{2\alpha x} + xe^{\alpha x}.
\]
Ex. 7. Solve

(i) \((D-a)^ny=e^{ax}\);

(ii) \((D^2-6D+8)y=e^{x^2}\).

Ex. 8. The roots of the equation \(f(z)=0\) are \(n\) in number, being \(a_1, a_2, ..., a_n\); obtain the particular integral of the equation

\[ f(D)y=e^{az^2}+e^{b^2z^2}+...+e^{cz^2}. \]

Discuss the case when two of the roots \((a_1\text{ and } a_2)\) are equal.

If \(X\) be a polynomial in \(x\), then the quantity

\[ \frac{1}{f(D+a)}X \]

must be evaluated as before in I.

Ex. 9. Solve

\((D^2-2D+1)y=x^2e^{ax}\).

Here

\[ y=\frac{1}{(D-1)^2}x^2e^{ax} \]

is \(e^{ax}\)

\[ =e^{ax}\left(\frac{x^2}{4}\right) e^{ax} \]

and the primitive is

\[ y=(D-ex)x^2+e^{ax} \left(\frac{x^2}{4}\right) e^{ax} \].

Ex. 10. Solve

\((D-2)^2y=x^2e^{ax}\).

Here

\[ y=\frac{1}{(D-2)^2}x^2e^{ax} \]

is \(e^{ax}\)

\[ =e^{ax}\left(\frac{x^2}{4}\right) e^{ax} \]

and the primitive is

\[ y=e^{ax}(A+Ex+Cz^2+y_0x^2) \).

Ex. 11. Solve

(i) \((D^2+D+1)y=xce^{x}\);

(ii) \((D^2-1)y=x^2e^{x}\).

III. Suppose that \(V\) contains a sine or a cosine as a factor, so that

\[ V=X\cos(nx+a) \]

in which \(n\) and \(a\) are constants. Then we have to evaluate

\[ y=\frac{1}{f(D)}X\cos(nx+a) \]

Ex. 12. Solve

\[ \frac{dy}{dx} + n^2y = x\cos ax \].

Then

\[ y=\frac{1}{D^2+n^2}x\cos ax \]

is the real part of \(e^{ax}\)

\[ \frac{1}{(D+\alpha x)^2+n^2}x \]

\[ \frac{1}{n^2-\alpha x} \left(1-\frac{2ai}{n^2-\alpha^2}\right) \]

\[ \frac{1}{n^2-\alpha^2} + \frac{2a}{n^2-\alpha^2} \]

with constant coefficients 75

Let

\[ y_1=\frac{1}{f(D)}X\sin(nx+a) \]

then

\[ y+iy_1=\frac{1}{f(D)}Xe^{i(nx+a)} \]

\[ =\frac{1}{f(D+in)} \]

It now remains to evaluate

\[ \frac{1}{f(D+in)}X \]

which may come under one or other of the given rules. Let its value be \(u+i\nu\); then, equating real and imaginary parts, we have

\[ y=u\cos(nx+a) - v\sin(nx+a) \]

In the case when \(X\) is a constant and \(\cos nx\) is not part of the complementary function, so that \(in\) is not a root of \(f(z)=0\), the evaluation is immediate; for then

\[ \frac{1}{f(D+in)}X = \frac{1}{f(in)}C \]

If, however, \(\cos nx\) be a part of the complementary function, so that \(in\) is a root occurring \(r\) times, then since

\[ f(D+in) = \frac{D^r}{r!}f^{(r)}(in) + \frac{D^{r+1}}{(r+1)!}f^{(r+1)}(in) + \ldots \]

we have

\[ \frac{1}{f(D+in)}C = \frac{Ce^x}{f^{(r)}(in)} \]

we must separate and equate the real and imaginary parts as before.
Ex. 13. Solve \( \frac{dy}{dx} + y = \cos x \).

Then
\[
y = \frac{1}{D^2 + 1} \cos x
\]
= real part of \( e^{it} \frac{1}{(D^2 + 1) + 1} \)
= \( e^{ix} \frac{1}{2i(D + D^2)} \)
= \( \frac{e^{ix}}{2i} \)
= \frac{x}{2} \sin x ;
\]
and the primitive is
\[
y = A \cos x + B \sin x + \frac{1}{2} x \sin x .
\]

Ex. 14. Solve \( \phi(D)y = \cos nx \), \( \cos nx \) not being a part of the complementary function.

Let
\[
\phi(D) = \phi_1 (D^2) + D\phi_2 (D^2);
\]
then
\[
y = \frac{1}{\phi_1 (D^2) + D\phi_2 (D^2)} \cos nx
\]
= \( \phi_1 (-n^2) + D\phi_2 (-n^2) \cos nx
\]
= \( \phi_1 (-n^2) - D\phi_2 (-n^2) \cos nx
\]
\[
= \phi_1 (-n^2) \cos nx + n\phi_2 (-n^2) \sin nx
\]
\[
= \phi_1 (-n^2) \cos nx + n\phi_2 (-n^2) \sin nx
\]
\[
\{\phi_1 (-n^2) + n\phi_2 (-n^2)\} x
\]
\[
\{\phi_1 (-n^2) + n\phi_2 (n^2)\}
\]
If, however, \( \cos nx \) be a part of the complementary function, then the denominator will vanish and apparently render the particular integral infinite. But it is merely a part of the complementary function, multiplied by an infinite constant, which may be absorbed into the arbitrary constant. To evaluate the particular integral, it would be sufficient to evaluate
\[
\frac{1}{\phi_1 (D^2) + D\phi_2 (D^2)} \cos (a + k) x
\]
assigning the infinite part (when \( a \) is made zero) to the complementary function, and retaining the finite part as the particular integral. It is however better in such cases to use the former method; in fact, this method is preferable only in the case of examples like that just treated.

Ex. 15. Solve

(i) \( \frac{dy}{dx} + y = \sin nx \) (both when \( n \) is, and when it is not, unity);

(ii) \( \frac{dy}{dx} + \frac{dy}{dx} + y = \sin 2x \);

Ex. 16. The equation
\[
\frac{dy}{dx} - 2a \frac{dy}{dx} + by = -e^{ax} \sin (qx + a),
\]
where \( a, b, c, p, q, r, \) are constants, is of great importance in dynamics. The form of the primitive depends, to some extent, upon relations (of equality or inequality) among the constants. The results, for the various cases, are as follows.

I. Let \( b > a^2 + k^2 \).

(i) If \( p \) is not equal to \( a \), and \( q^2 \) is not equal to \( q^2 \); or if \( p = a \) while \( q^2 \) is not equal to \( q^2 \); or if \( q^2 = q^2 \) while \( p \) is not equal to \( a \); the primitive is
\[
y = e^{ap} (A \cos qx + B \sin qx) + e^{aq} (a \cos qx + F \sin qx),
\]
where \( A \) and \( B \) are arbitrary constants, and where \( E \) and \( F \) are definite constants given by the equations
\[
E'((p-a)^2 + q^2 - q^2) + 2Ef(p-a) = e^{aq} a
\]
\[
-2Ef(p-a) + E'((p-a)^2 + q^2 - q^2) = e^{aq} a,
\]
(ii) If \( p = a \) and \( q = k \), so that the equation is
\[
\frac{dy}{dx} - 2a \frac{dy}{dx} + (a^2 + k^2) y = -e^{ax} \sin (qx + a),
\]
the primitive is
\[
y = e^{ax} (A \cos qx + B \sin qx) - e^{ax} (a \cos qx + F \sin qx),
\]
where \( A \) and \( B \) are arbitrary constants.
where the series must be carried to the \((m+1)\)th term; each of these terms still leaves a quantity to be evaluated which may be affected by the methods applied to one of the preceding cases; if it may not, the quantity may be obtained by the next method, which is of universal application. The success of this general method depends solely on the solution of an equation (the solution being requisite to obtain the complementary function) and on the integration of resulting expressions.

V. Suppose that all the factors, which occur in \(V\) and can be dealt with by one or other of the foregoing methods, have been taken outside the operator and that the quantity remaining comes under none of these heads, so that we have to evaluate expressions of the form

\[
\frac{1}{\psi(D)} U.
\]

Let \(\frac{1}{\psi(D)}\) be expressed in partial fractions, each having for its denominator a linear factor or a power of a linear factor of \(\psi(D)\), the constant quantities occurring not being necessarily real; then the fractions will be of the form

\[
\frac{A_n}{(D - \alpha)^n},
\]

where \(n\) is an integer, \(A_n\) and \(\alpha\) constants, and \(\alpha\) a root of \(\psi(x) = 0\). Hence

\[
\frac{1}{\psi(D)} U = \sum \frac{A_n}{(D - \alpha)^n} U = \sum \alpha^n A_n \frac{e^{-\alpha x}}{D^n} e^{-\alpha x} U
\]

If imaginary quantities enter into any expression, the conjugate imaginary quantities will enter into some other; such a pair of expressions must in general be combined so as to leave no imaginary quantity in the explicit expression of the particular integral.

**Ex. 17.** Solve \((D^2 - 5D + 6) y = \log x\).

We have

\[
\frac{1}{D^2 - 5D + 6} = D - \frac{1}{D - \frac{1}{2}}.
\]
Hence the particular integral is
\[ \frac{1}{D-3} \log x - \frac{1}{D-2} \log x = e^{2x} \int e^{-2x} \log x \, dx - e^{2x} \int e^{-2x} \log x \, dx; \]
and the complementary function is
\[ Ae^{2x} + Be^{3x}. \]

Ex. 18. Let the right-hand side in the preceding example be \( x \log x \) instead of \( \log x \); then we may either integrate by parts or use the extension of Leibnitz's theorem. The latter gives
\[ y = x - \frac{1}{D-3} \log x - \frac{1}{D-2} \log x + \frac{1}{D-3} \log x \]
\[ = e^{2x} \int e^{-2x} \log x \, dx - e^{2x} \int e^{-2x} \log x \, dx - e^{2x} \int e^{-2x} \log x \, dx + e^{2x} \int e^{-2x} \log x \, dx. \]

Ex. 19. Solve
\[ \frac{d^2y}{dx^2} + n^2y = U, \]
where \( U \) is a function of \( x \). We have
\[ y = \frac{1}{2n^2} U \]
\[ = \frac{1}{2n^2} \left( \frac{1}{D-ix} U - \frac{1}{D+ix} U \right); \]
or, changing the variable under the sign of integration,
\[ y = \frac{1}{2n^2} \int U \left( e^{ix} - e^{-ix} \right) \, dx \]
\[ = \frac{1}{n} \int U \sin x \, dx. \]
in which \( U \) is the same function of \( x \) as \( U \) is of \( x \).

Note. There is another method of integrating this equation which proceeds on different lines. Multiply throughout by \( \sin nx \); then
\[ \frac{d}{dx} \left( \frac{dy}{dx} \sin nx - ny \cos nx \right) = U \sin nx, \]
and therefore
\[ \frac{dy}{dx} \sin nx - ny \cos nx = -An + \int U \sin nx \, dx. \]

Similarly, multiplying by \( \cos nx \) and writing the equation in the corresponding form, we find an integral
\[ \frac{dy}{dx} \cos nx + ny \sin nx = Bn + \int U \cos nx \, dx. \]

47. Owing to the close similarity between the linear equation with constant coefficients and the homogeneous linear equation, the latter may be dealt with here; it may be written in the form
\[ a_n \frac{d^n y}{dx^n} + A_{n-1} \frac{d^{n-1} y}{dx^{n-1}} + \ldots + A_1 \frac{d y}{dx} + A_0 y = V, \]
where \( V \) is a function of \( x \) alone and may be a constant \( C \). In the latter case, the particular integral is at once obtainable; it is evidently
\[ \frac{1}{A_n} C. \]

If the operator \( x \frac{d}{dx} \) be denoted by \( S \), then (§ 37)
\[ a_m \frac{d^m}{dx^m} = S (S - 1) \ldots \ldots (S - m + 1); \]
and the differential equation may be written
\[ F(S) y = V. \]

Consider the two points of the primitive separately. The complementary function is the primitive of
\[ F(S) y = 0. \]

Now we have already seen that
\[ F(S) x^p = F(p) x^p. \]

Hence, if \( p \) be so chosen that
\[ F(p) = 0, \]

then \( x^p \) is a solution of the equation; and if \( p_1, p_2, \ldots, p_n \), be the roots of \( F(x) = 0 \), the complementary function is
\[ y = A_1 x^{p_1} + A_2 x^{p_2} + \ldots + A_n x^{p_n}. \]

The case of equal roots has been discussed already (§ 45); if two roots are imaginary and conjugate, say \( p_1 \) and \( p_2 \), so that
\[ p_1 = \alpha + i \beta, \quad p_2 = \alpha - i \beta, \]

then the corresponding part of \( y \) will be
\[ x^\alpha \left[ A_1 \cos (\beta \log x) + A_2 \sin (\beta \log x) \right], \]

the arbitrary constants having been changed.

Ex. If the imaginary roots \( \alpha \pm i \beta \) are of multiplicity \( r \), the corresponding part of the complementary function will be
\[ x^\alpha \left[ A_1 + A_2 \log x + A_3 (\log x)^2 + \ldots + A_r (\log x)^{r-1} \cos (\beta \log x) \right. \]
\[ + \left. B_1 + B_2 \log x + B_3 (\log x)^2 + \ldots + B_r (\log x)^{r-1} \sin (\beta \log x) \right]. \]

48. The particular integral is the value of
\[ \frac{1}{F(S)} V. \]

The evaluation may be effected in two ways, which are really equivalent save for the difference in operators employed.

If \( V \) either be a power of \( x \), or contain as a factor a power of \( x \), say \( x^m \), then
\[ y = \frac{1}{F(S)} x^m T = x^m \frac{1}{F(S + m)} T. \]

In the case when \( T \) is a constant, the evaluation is easy. If \( m \) be not a root of \( F(z) = 0 \), then we may expand \( [F(S + m)]^{-1} \) in ascending powers of \( S \) and neglect all but the first term, which is independent of \( S \) and in fact gives
\[ y = \frac{C_{\alpha m}}{F(m)}. \]

The same method (of expansion) will apply when \( T \) is a rational integral function of \( \log x \); and since
\[ S \log x = 1, \]

the expansion does not need to be carried beyond \( S^n \), where \( n \) is the index of the highest power of \( \log x \) in \( T \).

If however \( m \) be a root of multiplicity \( r \) for \( F(z) = 0 \), then
\[ F(S + m) = \frac{S^r}{r!} F^{(r)}(m) + \frac{S^{r+1}}{(r+1)!} F^{(r+1)}(m) + \ldots; \]

and we have to evaluate
\[ y = \frac{1}{\frac{S^r}{r!} F^{(r)}(m) + \ldots} T. \]

If \( T \) be a constant \( C \), then since
\[ \frac{1}{S} 1 = \log x, \]

the value of \( y \) is
\[ \frac{C (\log x)^r}{F^{(r)}(m)}. \]

If it be a function of \( \log x \) as before, the operator should be expanded in ascending powers of \( S \) up to \( S^n \) (\( S^r \) being retained in the denominator), and the value of \( y \) will be given as the sum of a number of terms of the form
\[ \frac{1}{S^r (\log x)^t}, \]

that is, of a number of terms of the form
\[ \frac{s^1}{(s + r)^1} (\log x)^{s+r}. \]

A general expression can be given for the particular integral in
the case when \( V \) takes none of these forms. Let \( \frac{1}{F(S)} \) be expanded in partial fractions, and suppose some term to be

\[
\frac{A}{S - \alpha},
\]

then \( y \) will be the sum of terms of the form

\[
\frac{A}{S - \alpha} V,
\]

which is equivalent to

\[
Ax^n \frac{1}{S} Vx^{-n}, \quad \text{or} \quad Ax^n \int Vx^{-n-1} dx.
\]

Note. Another method of proceeding is to change the independent variable from \( x \) to \( s \), where \( x = e^s \); this changes \( S \) into \( \frac{d}{ds} \) or \( D \), and all the methods of § 46 will now apply. It is easy to see that all the cases indicated for \( S \) are strict analogues of cases indicated for \( D \).

Ex. Solve

(i) \( x^2 \frac{d^2 y}{dx^2} - 4x \frac{dy}{dx} + 6y = x; \)

(ii) \( x^2 \frac{d^2 y}{dx^2} + 2x \frac{dy}{dx} + 2y = x \log x; \)

(iii) \( x^2 \frac{d^2 y}{dx^2} - x^2 \frac{2dy}{dx} + 2x \frac{dy}{dx} - 2y = x^2 + 3x; \)

(iv) \( x^2 \frac{d^2 y}{dx^2} + 6x^2 \frac{dy}{dx} + 3x^2 \frac{dy}{dx} + 3y = (1 + \log x)\);  

(v) \( x^2 \frac{d^2 y}{dx^2} - 3x \frac{dy}{dx} + 4y = 2x^2; \)

(vi) \( x^2 \frac{d^2 y}{dx^2} - 2y = x^2 + \frac{1}{x}; \)

(vii) \( x^2 \frac{d^2 y}{dx^2} - (2m - 1)x \frac{dy}{dx} + (m^2 + m^2)y = m^2 x^m \log x. \)

48] MISCELLANEOUS EXAMPLES

1. If there be two linear equations of orders \( m \) and \( n \) (\( m > n \)) satisfied by the same dependent variable, a third linear equation of order \( n - m \) can without any integration be derived from the first two; and the equations of orders \( m \) and \( n - m \) (when integrated) will suffice to furnish the integral of the equation of order \( n \).

(\text{Liouville.})

2. Solve the equations

(a) \( \frac{d^2 y}{dx^2} + \frac{2}{x} \frac{dy}{dx} - y = 0; \)

(b) \( \frac{d^2 y}{dx^2} + \frac{2}{x} \frac{dy}{dx} = (x^2 + \frac{2}{x}) y; \)

(c) \( \frac{dy}{dx} + y = \sin x \sin 2x. \)

3. Prove that the solution of

\[
(D + c)y = \cos ax
\]

is

\[
y = e^{-\frac{ct}{a}} (A_1 + A_2 e^{\frac{ct}{a}} + \ldots + A_n e^{\frac{ct}{a}}) + (c^2 + c^2)^{\frac{n}{2}} \cos \left( ax - n \arccos \frac{c}{a} \right).
\]

4. Obtain the general solution of the equation

\[
\frac{d^2 y}{dt^2} + \kappa \frac{dy}{dt} + \nu^2 y = U
\]

in the form

\[
y = e^{-\frac{\nu t}{a}} (A \cos \nu t + B \sin \nu t) + \frac{1}{\nu} \int_0^t e^{-\frac{\nu (t - \tau)}{a}} (c \cos \tau + d \sin \tau) U' d\tau;
\]

where \( U' \) is the same function of \( t' \) as \( U \) is of \( t \), and \( u' \) is given by

\[
u^2 = u^2 - \frac{1}{a^2}.
\]

(See also the results in Ex. 16, § 46.)

5. Solve the equations

(i) \( x^2 \frac{d^2 y}{dx^2} + (2x - 3) \frac{dy}{dx} + 2x \frac{dy}{dx} = x^2 - 2y = x^2 + 2 \cos (\log x); \)

(ii) \( x^2 \frac{d^2 y}{dx^2} + 12x \frac{dy}{dx} + 12y = 16x^2 e^{\theta}; \)

(iii) \( x^2 \frac{d^2 y}{dx^2} + 32 \frac{dy}{dx} + 48y = x^2 e^{-2x} + \alpha x^2 \cos 2\beta x; \)

(iv) \( x^2 \frac{d^2 y}{dx^2} + 4x \frac{dy}{dx} - 2y = e^{2x} + \cos x; \)

(v) \( x^2 \frac{d^2 y}{dx^2} + 4x \frac{dy}{dx} + 4y = ax^2 + bx^2 \sin 2x; \)

(vi) \( (\frac{d}{dx} + 1)^3 y = e^{-x} + x^2 + x^{-1}. \)
6. Obtain the complementary function of the equation
\[ \frac{d^n y}{dx^n} - \alpha^n y = f(x) \]
in the form
\[ y = C e^{\alpha x} + D e^{-\alpha x} + \sum_{r=1}^{\infty} \frac{C_r}{r!} \left( A_r \cos \left( \frac{\pi r x}{n} \right) + B_r \sin \left( \frac{\pi r x}{n} \right) \right) \; \sin \left( \frac{\pi r x}{n} \right) \; f \left( \frac{\pi r x}{n} \right) \; \alpha x \; \frac{d^r y}{dx^r} \]
and show that the part of the particular integral, corresponding to the typical terms under the summation sign, is
\[ \frac{1}{na^{na-1}} \int \sum_{r=1}^{\infty} \frac{C_r}{r!} \left( A_r \cos \left( \frac{\pi r x}{n} \right) + B_r \sin \left( \frac{\pi r x}{n} \right) \right) \; f \left( \frac{\pi r x}{n} \right) \; \alpha x \; \frac{d^r y}{dx^r} \; dx. \]

7. Prove that the solution of the equation
\[ \left( \frac{d}{dx} \right)^n y = \cos x \]
is
\[ y = \sum_{n=0}^{\infty} \left\{ A_n \phi(n+1) \pi x + B_n \phi(-n+1) \pi x \right\} + \frac{2 \cos x}{e + e^{-1}}. \]

8. Prove that
\[ f \left( \frac{d}{dx} \right)^n (x+\alpha)^p \phi(x) = (x+\alpha)^p f \left( \frac{d}{dx} \right)^n \phi(x) \]

9. Prove that
(i) \[ 2^{2n+1} D^n x^n + 1 \] \[ D^{n+1} e^x = e^x \; ; \]
(ii) \[ D^n x^{n+r} D^r x^{-n} \phi(x) = x^r D^n x^n \phi(x) \; ; \]
(iii) \[ D^n (n-r)^r y = x^r D^n y \; ; \]

10. Prove that, if \( S \) denote \( x \frac{d}{dx} \),
\[ \frac{(n-r)}{S} \] \[ = A_0 + A_1 x + \ldots + A_{n-1} x^{n-1} \; , \]
where \( A_0, A_1, \ldots, A_{n-1} \) are arbitrary constants.

11. If \( P, Q, R \) be commutative symbols of operation, the solution of \( P \cdot Q \cdot R \cdot u = 0 \) is
\[ u = P^{-1} \cdot Q^{-1} \cdot R^{-1} \cdot 0 \; . \]
Apply this result to obtain the complementary function of the equation
\[ f(D) y = 0 \; , \]
(i) when the equation \( f(\theta) = 0 \) has no equal roots, (ii) when the equation \( f(\theta) = 0 \) has some equal roots.

**CHAPTER IV**

**MISCELLANEOUS METHODS**

49. Before we discuss the linear equation of the second order with variable coefficients, there are several miscellaneous methods which it is advisable to consider; they apply to systems of equations which admit either of complete solution or of approach to a solution in the shape of a first integral. It is to be understood that the equations hereafter given are typical and not merely isolated equations which can be integrated; it is frequently possible to include others under some one of the following classes, by means of well-selected substitutions for either the dependent or the independent variable. Such substitutions point out however the limits within which the methods are for the most part effective, so that it must be borne in mind that the methods are not of general application to all linear equations of the second order.

50. The simplest case of all is that in which the equation is of the form
\[ \frac{d^ny}{dx^n} = X \; , \]
where \( X \) is a function of \( x \) alone. It is immediately integrable; the result of integration is
\[ \frac{d^{n-1}y}{dx^{n-1}} = \int X \; dx + A_1 \; , \]
\( A_1 \) denoting an arbitrary constant. A second integration gives
\[ \frac{d^{n-2}y}{dx^{n-2}} = \int \int X \; dx \; + A_2 x + A_2 \; , \]
\( A_2 \) being another arbitrary constant. Proceeding in this way, we shall have after \( n \) integrations as the general solution
\[ y = \int \int \int \int \ldots X (dx)^n + B_1 x^{n-1} + B_2 x^{n-2} + \ldots + B_{n-1} x + B_n \; . \]
in which \( B_r \) replaces \( \frac{A_r}{(n-r)!} \) and is therefore an arbitrary constant.

**Ex.** Show that the Particular Integral can be expressed in the form
\[
\frac{1}{(n-1)!} \int_0^x T(x-t)^{n-1} dt,
\]
where \( T \) is the same function of \( t \) as \( X \) is of \( x \). (Jordan.)

**51.** Another very simple equation to be considered is
\[
\frac{d^n y}{dx^n} = Y,
\]
in which \( Y \) is a function of \( y \) alone; but in general it is integrable in simple terms, only when \( n \) is either 1 or 2.

In the case when \( n \) is 2, let the equation be multiplied by \( 2 \frac{d y}{d x} \), then each side may be integrated, and we have
\[
\left( \frac{d y}{d x} \right)^2 = 2 \int Y d y + A = \varphi(y) + A,
\]
suppose. The variables can be separated; the general solution of the equation
\[
\frac{d^2 y}{d x^2} = Y
\]
is
\[
\int \frac{d y}{\varphi(y) + A} = x + B.
\]

**Ex.** Solve
\[
\frac{d^2 y}{d x^2} + 2y = 0.
\]
A first integral is
\[
\left( \frac{d y}{d x} \right)^2 + 2y^2 = A = a^2 c^2,
\]
where \( c \) is an arbitrary constant; separation of the variables gives
\[
\frac{d y}{\sqrt{2y^2 - a^2}} = a d x,
\]
and therefore
\[
\arcsin \frac{y}{c} = ax + a,
\]
or
\[
y = c \sin (ax + a).
\]

**52.** Any differential equation which merely expresses a relation between two differential coefficients, whose orders differ by either 1 or 2, admits of solution. As a type of the differential equation, when the orders differ by 1, we may take
\[
\frac{d^n y}{d x^n} = F \left( \frac{d^{n-1} y}{d x^{n-1}} \right).
\]
Let \( \frac{d^{n-1} y}{d x^{n-1}} = Y \); then the equation becomes
\[
\frac{d Y}{d x} = F(Y),
\]
the integral of which is
\[
\varphi(Y) = \int \frac{d Y}{F(Y)} = x + A.
\]
Suppose this equation can be solved for \( Y \) and that the solution is
\[
Y = \phi(x + A),
\]
that is,
\[
\frac{d^{n-1} y}{d x^{n-1}} = \phi(x + A).
\]
Then this is one of the cases already discussed (§ 50), and the general integral can be obtained.

Or, after obtaining the equation \( \varphi(Y) = x + A \), we may proceed thus. Since
\[
\frac{d}{d x} \left( \frac{d^{n-1} y}{d x^{n-1}} \right) = Y,
\]
we have
\[
\frac{d^{n-1} y}{d x^{n-1}} = \int Y d x = \int \frac{Y d Y}{F(Y)}.
\]
Similarly
\[
\frac{d^{n-2} y}{d x^{n-2}} = \int \frac{d x}{F(Y)} \int \frac{Y d Y}{F(Y)} = \int \frac{Y d Y}{F(Y)} \int \frac{d Y}{F(Y)} \int \frac{Y d Y}{F(Y)},
\]
and so on, until
\[
y = \int \frac{d Y}{F(Y)} \int \frac{d Y}{F(Y)} \int \frac{d Y}{F(Y)} \cdots \int \frac{Y d Y}{F(Y)}.
\]
an arbitrary constant being introduced after every one of the integrations, which must be taken in order from right to left. Then we have two equations between \( x, y, Y \), from which \( Y \) is to be eliminated. The eliminant will be the primitive.

It is evident that the equation

\[
\int \left( \frac{dn y}{dx^n}, \frac{d^{n-1} y}{dx^{n-1}} \right) = 0
\]

can be solved by this method.

**Ex. 1.** Solve

\[
a \frac{dy}{dx} = \frac{d^2 y}{dx^2}.
\]

Let

\[
\frac{dy}{dx} = \xi;
\]

then

\[
a \frac{dx}{dy} = \xi^a,
\]

of which the integral is

\[
\xi = A e^{a x}.
\]

Therefore

\[
y = A e^{a x} + B x + C,
\]

where \( A, B, C \), are arbitrary constants.

**Ex. 2.** Integrate

(i)

\[
a \frac{d^2 y}{dx^2} = \left\{ 1 + \left( \frac{dy}{dx} \right)^2 \right\}^{\frac{3}{2}};
\]

(ii)

\[
-a \frac{d^2 y}{dx^2} = \left\{ 1 + \left( \frac{dy}{dx} \right)^2 \right\}^{\frac{3}{2}};
\]

(iii)

\[
a^2 \frac{d^2 y}{dx^2} \frac{d^2 y}{dx^2} = \left\{ 1 + \left( \frac{dy}{dx} \right)^2 \right\}^{\frac{3}{2}}.
\]

53. As a type of the differential equations which connect differential coefficients, whose orders differ by 2, we may write

\[
\frac{dn y}{dx^n} = f \left( \frac{d^{n-2} y}{dx^{n-2}} \right).
\]

Let \( \frac{dn-2 y}{dx^{n-2}} = z \); then the equation becomes

\[
\frac{dz}{dx} = f (z),
\]

the solution of which has been obtained in the form

\[
\int \frac{dz}{\sqrt{A + 2 f (z)}} = x + B.
\]

If, after the integrations have been carried out, the equation can be resolved for \( z \) in terms of \( x \), say

\[
z = \theta (x),
\]

where the function \( \theta (x) \) will involve the constants \( A \) and \( B \), then \( n - 2 \) direct integrations will furnish the primitive. But if it should be impossible to effect this resolution, then we have

\[
\frac{dz}{dx} = \int \left[ A + 2 f (z) \right]^{\frac{3}{2}}.
\]

Hence

\[
\frac{d^{n-2} y}{dx^{n-2}} = \int \left[ A + 2 f (z) \right]^{\frac{3}{2}} dz = \int \left[ A + 2 f (z) \right]^{\frac{3}{2}} dz,
\]

and so on. Ultimately we shall obtain \( y \) as a function of \( x \); and the primitive will be the eliminant with regard to \( x \) of the equation between \( y \) and \( z \) and the equation between \( x \) and \( z \).

**Ex. 1.** Solve

\[
a \frac{d^2 y}{dx^2} = \frac{d^2 y}{dx^2}.
\]

When we write \( z \) for \( \frac{d^2 y}{dx^2} \), the equation becomes

\[
\frac{d^2 z}{dx^2} = z,
\]

so that

\[
z = c_1 e^x + c_2 e^{-x},
\]

and therefore

\[
y = A e^x + B e^{-x} + C x + D,
\]

in which \( A \) and \( B \) replace \( c_1 a^2 \) and \( c_2 a^2 \) respectively.

**Ex. 2.** Solve

(i)

\[
\frac{d^2 y}{dx^2} = \lambda \frac{d^2 y}{dx^2};
\]

(ii)

\[
\frac{d^2 y}{dx^2} = \frac{dy}{dx} \left\{ 1 + \left( \frac{dy}{dx} \right)^2 \right\}^{\frac{3}{2}}.
\]
54. In some particular cases, the general differential equation of the second order can, by substitution, be depressed so as to become a differential equation of the first order. Such cases occur when one of the variables is explicitly absent from the equation.

First, consider an equation in which \( x \) does not occur, so that it may be written in the form

\[
\Phi \left( y, \frac{dy}{dx}, \frac{d^2y}{dx^2} \right) = 0.
\]

Let \( \frac{dy}{dx} = p \), and then \( \frac{d^2y}{dx^2} = p \frac{dp}{dy} \); the equation thus becomes

\[
\Phi \left( y, p, p \frac{dp}{dy} \right) = 0,
\]
a differential equation of the first order to find \( p \) in terms of \( y \). Let the solution be

\[
p = f(y)
\]
in which \( f(y) \) will include an arbitrary constant. Then the variables are separable, since we may write

\[
\frac{dy}{f(y)} = dx;
\]
and integration of this equation will lead to the primitive.

Next, consider an equation in which \( y \) does not occur, so that it may be written in the form

\[
\Phi \left( x, \frac{dy}{dx}, \frac{d^2y}{dx^2} \right) = 0.
\]

Let \( \frac{dy}{dx} = p \); then \( \frac{d^2y}{dx^2} = \frac{dp}{dx} \); the equation is transformed into

\[
\Phi \left( x, p, \frac{dp}{dx} \right) = 0,
\]
an equation of the first order to find \( p \) in terms of \( x \). Let the solution be

\[
p = F(x),
\]
where \( F \) includes an arbitrary constant. Integrating this, we obtain as the primitive

\[
y = A + \int F(x) \, dx.
\]
the differential equation, supposed homogeneous, the index of \( \theta \) in the exponential will be the same for each term of the equation, and this exponential will therefore be a factor which may be removed. The new independent variable \( \theta \) will no longer occur explicitly in the equation, which will therefore be of the class already discussed in § 54 and can have its order depressed.

**Ex. 1.** Solve \( \frac{dx}{d\theta} \cdot \frac{d^2 y}{dx^2} = \left\{ a^2 \left( \frac{dy}{dx} \right)^2 + ny^2 \right\}^{\frac{1}{2}} \).

Making the substitutions of § 55, we have

\[
\frac{d^2 z}{d\theta^2} + \frac{dz}{d\theta} = \left\{ m \left( \frac{dz}{d\theta} + z \right)^2 + n z^2 \right\}^{\frac{1}{2}}.
\]

When we write \( \frac{dz}{d\theta} = n \), the equation becomes

\[
\frac{dz}{d\theta} + v = \left\{ m (v + z)^2 + nz^2 \right\}^{\frac{1}{2}};
\]

or, if \( v = n \),

\[
s^3 + \frac{ds}{d\theta} + s = \left\{ m (1 + e)^2 + n e^2 \right\}^{\frac{1}{2}},
\]

and therefore

\[
\frac{ds}{d\theta} = \left\{ m (1 + e)^2 + n e^2 \right\}^{\frac{1}{2}} - s - s.
\]

The variables are separated; and the equation can be integrated.

**Ex. 2.** Solve

(i) \( n a^2 \frac{dy}{dx} \left( x^2 + y^2 \right)^{\frac{1}{2}} = \left\{ 1 + \left( \frac{dy}{dx} \right)^2 \right\}^{\frac{1}{2}} \);

(ii) \( n a^2 \frac{dy}{dx} = \left( y + s \frac{dy}{dx} \right)^2 \);

(iii) \( x \frac{dy}{dx} = \left( y - x \frac{dy}{dx} \right)^2 \).

Passing now to the case in which homogeneity is constituted on the assumption of \( n \) dimensions for \( y \), we write

\[
x = e^x, \quad y = x^n z = z e^{n \theta}.
\]

We now have

\[
\frac{dy}{dx} = \left( \frac{dz}{d\theta} + n z \right) e^{n \theta - n} \theta,
\]

\[
\frac{d^2 y}{d\theta^2} = \left\{ \frac{dz}{d\theta} + (2n - 1) \frac{dz}{d\theta} + n (n - 1) z \right\} e^{n \theta - n} \theta,
\]

and so on. It is obvious that the coefficient of \( \theta \) in the index of the exponential, which occurs in the expression of every differential
coefficient, exactly measures the dimensions of that differential coefficient. As in the former case, the exponential will disappear when substitution takes place; the differential equation, having been thus transformed into one from which the independent variable is explicitly absent, can have its order lowered by unity.

**Ex. 1.** Solve \( x^2 \frac{d^2 y}{dx^2} = (x^3 + 2xy) \frac{dy}{dx} - 4y^2. \)

This is homogeneous if \( y \) be considered to be of two dimensions while \( x \) is of one. Hence we substitute

\[ x = e^u, \quad y = x^2 = xe^u; \]

and the equation becomes

\[ \frac{d^2 x}{du^2} + 3 \frac{d^2 x}{du^3} + 2x = (1 + 2u) \left( \frac{dx}{du} + 2x \right) - 4x^2, \]

or

\[ \frac{d^2 x}{du^2} + 2 (1 - 2u) \frac{dx}{du} = 0. \]

A first integral is given by

\[ \frac{dx}{du} - (1 - 2u) x = A, \]

in this, the variables can be separated in the form

\[ \frac{dx}{A + (1 - 2u)x} = du, \]

the integral of which will vary (being either an inverse circular function or a logarithm) according to the sign of \( A \).

**Ex. 2.** Solve

(i) \( x^2 \frac{d^2 y}{dx^2} - x^3 \frac{dy}{dx} = x^2 \left( \frac{dy}{dx} \right)^2 - 4x^2; \)

(ii) \( x^2 \frac{d^2 y}{dx^2} + 2x \frac{dy}{dx} = x^2 \left( \frac{dy}{dx} \right)^2 - 3x; \)

(iii) \( \frac{1}{x^2} \frac{d^2 y}{dx^2} + \frac{1}{2} \frac{dy}{dx} - 6 \frac{y}{x^2} = \left( \frac{dy}{dx} \right)^2. \)

A particular set of cases arises when \( n \) is made infinite; all the quantities \( y, \frac{dy}{dx}, \ldots \) have then the same dimensions. The simplest method of solution is to adopt the substitution

\[ y = e^{ux}; \]

the resulting equation between \( u \) and \( x \) is of an order lower by unity than the given equation.

**Exact Differential Equations.**

56. A differential equation of the form

\[ f \left( \frac{d^m y}{dx^m}, \frac{d^{m-1} y}{dx^{m-1}}, \ldots, \frac{dy}{dx}, y, x \right) = 0 \]

is said to be exact when, on representing the left-hand member by \( V \), the expression \( Vdx \) is the exact differential of some function \( U \), which is necessarily of the form

\[ f \left( \frac{d^{m-a} y}{dx^{m-1}}, \ldots, \frac{dy}{dx}, y, x \right). \]

Consider first a linear exact differential equation, which may be represented by

\[ P_n \frac{d^m y}{dx^m} + P_{n-1} \frac{d^{m-1} y}{dx^{m-1}} + \ldots + P_1 \frac{dy}{dx} + P_0 y = P, \]

where all the coefficients are functions of \( x \). An equation of this form will not in general be an exact differential equation; but we proceed to shew that, if a certain relation be satisfied by these quantities \( P \), the equation can be integrated once.

Indicating for convenience differentiation with regard to \( x \) by means of dashes, we have on direct integration

\[ \int P_n \frac{d^m y}{dx^m} dx = \int P_n y dx, \]

\[ \int P_{n-1} \frac{d^{m-1} y}{dx^{m-1}} dx = - \int P_n y dx + \int P_{n-1} y, \]

\[ \int P_1 \frac{dy}{dx} dy = \int P_{n-1} y dx - \int P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = - \int P_m y dx + \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]

\[ \int P_0 \frac{dy}{dx} dx = \int P_m y dx - \int P_{m-1} y - P_n y + P_{n-1} y, \]
and therefore

\[ \int P \, dx = \int (P_0 - P'_1 + P''_2 - P'''_3 + \cdots) \, y \, dx + (P_1 - P'_2 + P''_3 - \cdots) \, y + (P_2 - P'_3 + P''_4 - \cdots) \, y' + \cdots = \int Q_y \, dx + Q_1 \, y + Q_2 \, y' + \cdots + Q_n \frac{d^{n-1}y}{dx^{n-1}}, \]

where the law of formation of the successive coefficients \( Q_0, Q_1, Q_2, \ldots \) is the same for all and, in particular,

\[ Q_n = P_n, \]

\[ Q_{n-1} = P_{n-1} - P'_n. \]

Now the condition of integrability evidently is that there shall be no term remaining which involves an integral of \( y \); and so the necessary and sufficient condition is that

\[ Q_n = 0, \]

that is,

\[ P_0 - \frac{dP_1}{dx} + \frac{d^2P_2}{dx^2} - \cdots + (-1)^{n-1} \frac{d^nP_n}{dx^n} = 0. \]

When this condition is satisfied, the first integral of the equation is

\[ Q_n \frac{d^{n-1}y}{dx^{n-1}} + Q_{n-1} \frac{d^{n-2}y}{dx^{n-2}} + \cdots + Q_1 \, y = \int P \, dx + A, \]

where \( A \) is an arbitrary constant.

If now the coefficients \( Q \) satisfy the corresponding condition

\[ Q_n - \frac{dQ_1}{dx} + \frac{d^2Q_2}{dx^2} - \cdots + (-1)^{n-1} \frac{d^{n-1}Q_n}{dx^{n-1}} = 0, \]

the equation is again integrable; and the process can be continued so long as the coefficients of each successive equation thus derived satisfy the condition of integrability.

**Ex. 1.** Express the successive conditions in terms of the coefficients \( P \) only.

**Ex. 2.** The equation

\[ (ax^2 - bx) \frac{d^2y}{dx^2} + (ax - b) \frac{d^3y}{dx^3} + x \frac{dy}{dx} + y = x \]

is an exact equation; for we have

\[ P_0 = 1, \quad P'_1 = 1, \quad P''_2 = 0, \quad P'''_3 = 0; \]

and so the condition is satisfied. Integrating each side, we have

\[ (ax^2 - bx) \frac{d^2y}{dx^2} = (2a - c) x + c - b \frac{dy}{dx} + (2a - c + x) y = bx^2 + A. \]

In practice, it is sometimes easy to see that a given equation is integrable. In many cases the quantities \( P \) are either of the form \( ax^m \) or sums of expressions of this form; and \( x^m \frac{d^m}{dx^m} \) is a perfect differential coefficient, if \( m \) be less than \( n \); for integrating it by parts we have

\[ x^m \frac{d^{m-1}y}{dx^{m-1}} - m x^{m-1} \frac{d^{m-2}y}{dx^{m-2}} + m (m - 1) x^{m-2} \frac{d^{m-3}y}{dx^{m-3}} - \cdots + (-1)^m m! \frac{d^{m-n}y}{dx^{m-n}} = \frac{d^n}{dx^n} x^m. \]

If \( m = m + 1 \), the last term is \((-1)^{m+1} y\).

When we apply this lemma to the present example, the terms involving \( x^2 \frac{d}{dx}, x^2 \frac{d^2}{dx^2}, \) etc., are seen to be perfect differential coefficients; and \( x \frac{dy}{dx} + y \) is \( \frac{d}{dx}(xy) \); so that the left-hand side is a perfect differential coefficient and the equation is therefore exact.

**Ex. 3.** Prove that the equation in Ex. 2 cannot be further integrated by the foregoing method.

**Ex. 4.** Obtain a first integral of the equations

(i) \( x \frac{d^2y}{dx^2} + (x^3 - 3) \frac{d^3y}{dx^3} + 4 \frac{dy}{dx} + 2y = 0; \)

(ii) \( 2x + y + \frac{dy}{dx} + x^2 \frac{d^2y}{dx^2} + x \frac{d^3y}{dx^3} + \frac{d^4y}{dx^4} = 0; \)

and show that the equation

\[ x^2 \frac{d^2y}{dx^2} + 4x \frac{d^3y}{dx^3} + (x^3 + 2) \frac{dy}{dx} + 3xy = 2 \]

becomes integrable on being multiplied by some power of \( x \). Obtain its integral.

56. The method, used for integrating exact equations which are not linear, may be illustrated by considering an example.

**Ex. 1.** Solve

\[ y + 3x \frac{dy}{dx} + 2y \left( \frac{dy}{dx} \right)^3 + x^2 + 2y \frac{d^2y}{dx^2} + \frac{d^3y}{dx^3} = 0. \]

On the supposition that this is an exact differential equation, we may write

\[ dU = (y + 3xp + 2yp^3) \, dx + (x^2 + 2yp^2) \, dp, \]

where \( p \) stands for \( \frac{dy}{dx} \). Let \( U \) denote what would be the value of \( U \) if \( p \) alone were variable, so that

\[ U_1 = x^2p + yp^2. \]
Let the restriction now be removed, so that
\[ dU_1 = (2x^2 + 2y^2) \, dx + (x^2 + 2y^2) \, dp, \]
and therefore
\[ dU - dU_1 = (y + xp) \, dx = d(xy), \]
which gives on integration
\[ U - U_1 = xy + A, \]
that is,
\[ U = xy \frac{dy}{dx} + x^2 \frac{dy}{dx} + y^2 \left( \frac{dy}{dx} \right)^2 + xy + A; \]
and therefore the first integral is
\[ x^2 \frac{dy}{dx} + y^2 \left( \frac{dy}{dx} \right)^2 + xy = C. \]

The preceding method will be seen to lead to the following general rule for the integration of an exact differential equation of the \( n \)th order. The equation, being derivable from one of order \( n - 1 \) by direct differentiation, will contain \( \frac{d^{n-1}y}{dx^{n-1}} \) only in the first degree; if this condition be not satisfied, the equation is not exact.

Let the equation be written in the form \( V = 0 \), and integrate \( V \, dx \) as if \( \frac{d^{n-1}y}{dx^{n-1}} \) were the only variable occurring in \( V \) and \( \frac{d^{n}y}{dx^{n}} \) its differential coefficient; let the result be \( U_1 \). Then \( V \, dx - dU_1 \) involves differential coefficients of \( y \) of the order \( n - 1 \) at the utmost; as it is an exact differential, the highest differential coefficient of \( y \) which occurs can enter only in the first degree. Repeating the process as often as necessary, we shall ultimately have
\[ V \, dx - dU_1 = - \ldots = 0. \]

Then a first integral of the given equation is
\[ U_1 + U_2 + \ldots = C. \]

Ex. 2. Obtain a first integral of the equations

(i) \[ \frac{dy}{dx} \frac{d^2y}{dx^2} - x^2 \frac{dy}{dx} = xy^2; \]

(ii) \[ x^2 \frac{d^3y}{dx^3} + x^2 \frac{d^2y}{dx^2} + (2xy - 1) \frac{dy}{dx} + y^2 = 0. \]

Ex. 3. Shew that the equation
\[ \frac{d^2y}{dx^2} \left( \frac{a^2y}{b^2 + x^2} \right)^2 = 0 \]
becomes integrable on multiplication by the factor \( 2x^2 \frac{dy}{dx} - xy \). Hence deduce a first integral and the primitive.

Ex. 4. Obtain a first integral of the equation
\[ \frac{d^3y}{dx^3} + (2y^2 + x) \frac{dy}{dx} + (2xy + 3x^2) = 0, \]
having given that there is an integrating factor of the form \( x^2 \frac{dy}{dx} + xy \).

(Euler.)

LINEAR EQUATION OF THE SECOND ORDER.

58. We shall here prove some of the leading properties of the linear equation of the second order; but the present investigation will not for the most part anticipate the discussion of the general linear equation, for the properties here established belong solely to the equation of the second order.

The general form of the equation is
\[ \frac{d^2y}{dx^2} + P \frac{dy}{dx} + Qy = R, \]
in which \( P, Q, \) and \( R \), are functions of \( x \); they may in special cases be merely constant quantities.

Substitute in the equation for \( y \) a value \( vw \), where \( v \) and \( w \) are both functions of \( x \); as yet, the only limitation on them is that their product must be equal to \( y \). We then have
\[ w \frac{d^2v}{dx^2} + \left( 2 \frac{dw}{dx} + Pw \right) \frac{dv}{dx} + \left( \frac{d^2w}{dx^2} + P \frac{dw}{dx} + Qw \right) v = R. \]

As we may choose a relation arbitrarily between \( v \) and \( w \) or make either of them satisfy some condition, we will suppose it possible to determine \( w \) so that the coefficient of \( v \) may vanish, that is,
\[ \frac{d^2w}{dx^2} + P \frac{dw}{dx} + Qw = 0, \]
which, it will be noticed, is the same as the original equation with
the right-hand side equated to zero. The quantity \( w \) being now considered known, the modified equation becomes

\[
\frac{dw}{dx} + \left( \frac{2}{w} \frac{dw}{dx} + P \right) \frac{dv}{dx} = \frac{R}{w}
\]

so that

\[
u^n \frac{dv}{dx} e^{-Pdx} = A + \int w Re^{Pdx} \, dx;
\]

and therefore

\[
v = B + A \int \frac{dx}{w} e^{Pdx} + \int \frac{dx}{w^n} e^{-Pdx} \int w Re^{Pdx} \, dx.
\]

It therefore follows that, if any solution whatever of the original equation with the right-hand side equated to zero can be found, the complete primitive of the original equation in its general form can also be found. The problem of deducing this complete primitive is therefore resolved into that of finding some single solution of the simpler equation. This, in the most general case of \( P \) and \( Q \) unrestricted to particular functions of \( x \), has not yet been effected; but in special instances it is possible to determine such a solution as is desired, sometimes by inspection, sometimes by means of a converging series, sometimes by means of a definite integral; but in the two latter cases (which are usually closely connected) the explicit evaluation of the form obtained for \( v \) is difficult or impossible, though this form (§ 5) still remains the solution.

**Ex. 1.** Solve

\[
\frac{d^2 y}{dx^2} - x^2 \frac{dy}{dx} + xy = x^{m+1},
\]

A particular solution of

\[
\frac{d^2 y}{dx^2} - x^2 \frac{dy}{dx} + xy = 0
\]

is evidently \( y = x \). Writing \( y = x^2 \) in the original equation, we get

\[
x \frac{d^2 y}{dx^2} + x \frac{dy}{dx} - x^2 \left( x \frac{dy}{dx} + y \right) + x^2 y = x^{m+1},
\]

or

\[
\frac{d^2 y}{dx^2} + \left( 2x - x^2 \right) \frac{dy}{dx} = x^m.
\]

Hence

\[
\frac{d^2 y}{dx^2} x^2 e^{-\frac{1}{2} x^2} = A + \int x^{m+2} e^{-\frac{1}{2} x^2} \, dx;
\]

and therefore

\[
v = B + \int \frac{Adx}{x^2} e^{\frac{1}{2} x^2} + \int \frac{dx}{x} e^{-\frac{1}{2} x^2} \int x^{m+2} e^{-\frac{1}{2} x^2} \, dx.
\]

If \( m = 0 \), or if \( m \) be any positive multiple of \( 3 \), this can be simplified.

**Ex. 2.** Solve

(i) \( \frac{d^2 y}{dx^2} - x \frac{dy}{dx} + (x-1) y = X; \)

(ii) \( (ax - bx^2) \frac{d^2 y}{dx^2} + 2ax \frac{dy}{dx} + 2by = x^{m-1}; \)

(iii) \( (1 + x^2) \frac{d^2 y}{dx^2} - 2x \frac{dy}{dx} + 2y = X. \)

59. If, however, a solution of the equation when \( R \) has been put zero cannot be obtained, then it is sometimes useful to remove from the transformed differential equation the term involving \( \frac{dv}{dx} \).

In that case, \( w \) must satisfy

\[
2 \frac{dw}{dx} + Pw = 0,
\]

from which we find

\[
w = e^{-\frac{1}{2} x} \int R e^{Pdx} \, dx.
\]

there is no necessity for adding a constant in the integration, as it will afterwards disappear. Insert this value of \( w \) in the equation, and write

\[
I = Q - \frac{1}{2} \frac{dP}{dx} - \frac{1}{2} P^2;
\]

then the equation becomes

\[
\frac{d^2 v}{dx^2} + Iv = Re^{Pdx}.
\]

In some particular instances, this equation admits of immediate solution; but they occur much less frequently than those to which the preceding method applies. The advantage of the new form, which will be indicated shortly, lies in an altogether different direction. Now we know that, if a solution of this equation with the right-hand side equated to zero can be obtained, the primitive of the general equation is obtainable; and we may therefore quote the equation in the form

\[
\frac{d^2 v}{dx^2} + Iv = 0.
\]
Ex. 1. Solve
\[ \frac{d^2y}{dx^2} - \frac{1}{x^4} \frac{dy}{dx} + \frac{y}{x^4} (-8x^\frac{3}{4} + x) = 0. \]

Hence \( P = -\frac{1}{x^4} \), and therefore \( w = e^{-\frac{1}{2}} P \Delta x = x^3 \). Also
\[ I = -\frac{2}{x^3} + \frac{1}{4x} + \frac{1}{4x} \frac{1}{4x} - \frac{1}{4x} = -\frac{2}{x^3} \]
so that the equation giving \( v \) is
\[ \frac{d^2v}{dx^2} - \frac{2}{x^6} \frac{dv}{dx} = 0. \]
The solution of this is
\[ v = Ax^3 + B/x^2, \]
and therefore the general integral of the first equation is
\[ y = (Ax^3 + Bx^{-1})e^{\frac{x}{x^3}}. \]

Ex. 2. Solve
(i) \( \frac{d^2y}{dx^2} - 2x \frac{dy}{dx} + y = x \);
(ii) \( \frac{d^2y}{dx^2} - \frac{2}{x} \frac{dy}{dx} + \left( a^2 - \frac{3}{x} \right) y = 0 \);
(iii) \( \frac{d^2y}{dx^2} - 4x \frac{dy}{dx} + (4x^2 - 3)y = e^{x^2}. \)

60. The advantage of using the form
\[ \frac{dy}{dx} + Ivy = 0, \]
instead of
\[ \frac{d^2y}{dx^2} + P \frac{dy}{dx} + Qy = 0, \]
as typical of the linear differential equation of the second order, lies in the fact that, for all substitutions such as \( z f(x) \) for \( y \) in the latter equation, \( I \) is a function of \( P \) and \( Q \) of such a form that, when the new equation
\[ \frac{dz}{dx} + Pz + Qz = 0 \]
has its second term removed by the substitution
\[ z = w e^{-\frac{1}{2}} P \Delta x, \]
it takes the form
\[ \frac{dw}{dx} + Iw = 0. \]

Thus \( I \) is exactly the same function of \( P \) and \( Q \), as it is of \( P \) and \( Q \); and we may therefore call \( I \) an invariant of the coefficients of the differential equation. The equation so reduced may be said to be in its normal form. Any two linear equations, such as the equations in \( y \) and \( z \), can be transformed into one another if the normal form of each be the same.

If it be known that two given equations are so transformable and the equation of substitution between the dependent variables be desired, this can easily be obtained by using the normal form as an intermediate transformed equation. Thus, in the general example, the equation in \( y \) becomes transformed to that in \( v \) by writing
\[ y e^{\frac{1}{2}} P \Delta x = v, \]
and the equation in \( v \) passes into that in \( z \) by writing
\[ v = z e^{\frac{1}{2}} P \Delta x; \]
and therefore the relation which transforms directly the \( y \)-equation into the \( z \)-equation is
\[ y e^{\frac{1}{2}} P \Delta x = z e^{\frac{1}{2}} P \Delta x. \]

Ex. 1. Prove that the equations
\[ (1-x^2) \frac{d^2z}{dx^2} + (1-3x) \frac{dz}{dx} + kz = 0, \]
and
\[ (1-x^2) \frac{d^2\zeta}{dx^2} - (1+x) \frac{d\zeta}{dx} + (k+1) \zeta = 0, \]
can be transformed into one another; and find the relation between \( z, \zeta \), and \( x \).

Ex. 2. Find the value of \( Q \) which is such that the equation
\[ \frac{d^3y}{dx^3} + \frac{dy}{dx} + Qy = 0 \]
may be transformed, by a substitution \( y = f(x) \), into
\[ \frac{d^3z}{dx^3} + \frac{1}{x} \frac{dz}{dx} + \frac{1}{x} \left( 1 - \frac{x^2}{x^2} \right) z = 0. \]
Obtain the value of \( \zeta(x) \).

61. Let \( y_1 \) and \( y_2 \) be two particular integrals of the equation
\[ \frac{d^2y}{dx^2} + P \frac{dy}{dx} + Qy = 0, \]
* Mace, Phil. Trans. (1882), p. 751.
and \( v_1 \) and \( v_2 \) the corresponding particular integrals of

\[
\frac{dv}{dx} + lv = 0;
\]

then

\[
v_1 = y_1 e^{\frac{1}{2} \int Pdx} \quad \text{and} \quad v_2 = y_2 e^{\frac{1}{2} \int Pdx};
\]

and therefore

\[
y_1 = \frac{v_1}{v_2} = s,
\]

\[
y_2 = \frac{v_2}{v_2} = s,
\]

so that \( s \) is the quotient of two different solutions of either differential equation. We now proceed to find the equation which is satisfied by \( s \). Since each of the quantities \( y \) (or \( v \)) may consist of two terms each containing an arbitrary constant factor, the quotient of one by the other may contain three arbitrary constants (not four, since without altering the value or generality of such a quotient any of the four constants may be made unity); therefore the differential equation satisfied by \( s \), a function involving three arbitrary constants, must be of the third order.

Indicating differentiation with regard to \( x \) by dashes, we may write

\[
v_1'' + lv_1 = 0,
\]

\[
v_2'' + lv_2 = 0.
\]

Substituting \( sv_2 \) for \( v_1 \) in the former equation, we have

\[
s''v_2 + 2s'v_2' + sv_2'' + lv_2 = 0,
\]

that is,

\[
s''v_2 + 2s'v_2' = 0,
\]

so that

\[
\frac{s''}{s} = -2 \frac{v_2'}{v_2}.
\]

Differentiating this, we have

\[
\frac{s'''}{s} - \left( \frac{s''}{s} \right)^2 = -2 \frac{v_2''}{v_2} + 2 \frac{v_2''}{v_2} = 2l + \frac{1}{3} \left( \frac{s''}{s} \right)^2;
\]

and the transposition of the last term gives

\[
\frac{s'''}{s} - \frac{1}{3} \left( \frac{s''}{s} \right)^2 = 2l.
\]

This is the differential equation satisfied by \( s \); and it is of the third order, as was indicated.

The function of the differential coefficients of \( s \) with regard to \( x \), which occurs on the left-hand side of the equation, has been called by Cayley the Schwarzian Derivative* and is denoted by him by \([s, x]\); it is so called because its properties are discussed, and it is of fundamental importance, in a memoir by Schwarz in *Crelle's Journal* (t. LXXV), though the function is not originally due to him †.

62. If now any solution of this equation can be obtained, then a solution of the original differential equation can be immediately deduced. For let such a solution of the new equation be denoted by \( s \); then since

\[
\frac{v_2'}{v_2} = -\frac{1}{3} \frac{s'}{s},
\]

we have, on integration,

\[
v_2 = Cs' - \frac{1}{3} s,
\]

where \( C \) is arbitrary. This is one solution; another is

\[
v_1 = v_2 s = Cs' - \frac{1}{3} s.
\]

From these, the corresponding solutions of the equation in \( y \) are derived by inserting the exponential factor. When any one solution of a linear equation of the second order is known, we can obtain the general solution; and hence any particular value of \( s \) satisfying its differential equation will lead to the complete solution of the first of the differential equations.

This theorem holds in regard to the general linear equation of the second order; one of its chief applications arises when the linear equation is that satisfied by the hypergeometric series, to be discussed in Chapter VI.


† It occurs implicitly in Lagrange's memoir "Sur la construction des cartes géographiques," *Oeuvres*, vol. IV. p. 661 (this reference is due to Schwarz), and *Jacobi's Fundamenta Nova*; and explicitly for the first time in Kummer's memoir on the hypergeometric series in Crelle, t. xv., which is referred to in Chapter VI; see also Cayley, *Ic*.
Ex. 1. Prove that, if
\[ s(ax + b) = cx + d, \]
the Schwarzian derivative of \( s \) vanishes.

Ex. 2. Find the general value of \( s \) when
\[ x^2 (s, x) + a = 0, \]
where \( a \) is a constant.

Ex. 3. Prove that
(i) \( (s, x) = (\frac{ds}{dx})^2 (s, x) \);
(ii) \( (s, x) = (ax + b) (s + d) \);
(iii) \( (s, x) = (\frac{dy}{dx}) \frac{dy}{dx} \);\( (y, y) \);
(iv) \( (s, x) = (\frac{dy}{dx}) \frac{dy}{dx} \frac{dy}{dx} \);\( (y, y) \) + \( (\frac{dy}{dx})^2 \).

Cayley.

63. Another method which is sometimes effective is that of changing the independent variable.

Take \( z \) as the new independent variable; then
\[ \frac{dy}{dz} = \frac{dy}{dx} \frac{dz}{dx}, \]
\[ \frac{d^2 y}{dz^2} = \frac{d^2 y}{dx^2} (\frac{dz}{dx})^2 + \frac{dy}{dx} \frac{d^2 y}{dx^2} \frac{dz}{dx}, \]
and the original equation becomes
\[ \frac{d^2 y}{dz^2} (\frac{dz}{dx})^2 + \frac{dy}{dx} (\frac{d^2 y}{dx^2}) + P \frac{dy}{dx} + Qy = 0. \]

As yet, \( z \) is quite arbitrary; it may therefore be chosen to satisfy any assignable condition. Thus we may choose to make the coefficient of \( \frac{dy}{dz} \) vanish; then
\[ \frac{d^2 z}{dz^2} + P \frac{dz}{dx} = 0, \]
and therefore \( z \) is given in terms of \( x \) by the equation
\[ z = \int dx e^{-Pdx}. \]

The eliminant of this relation between \( z \) and \( x \) and the transformed equation may furnish a differential equation which proves integrable.

One integrable case occurs when the value of \( s \), thus obtained, is such as to satisfy the relation
\[ \mu \left( \frac{ds}{dx} \right)^2 = Qs^3, \]
where \( \mu \) is a constant; and then the equation takes the form
\[ \alpha x^2 \frac{dy}{dx} + \mu y = 0, \]
of which the integral is
\[ y = \alpha x^2 + \beta x^3, \]
\( \alpha \) and \( \beta \) being the roots of
\[ m(m - 1) + \mu = 0. \]
It is not difficult to prove that the relation, which must exist between \( P \) and \( Q \) in order that this may be the case, is
\[ \frac{Q}{\mu^2} + \frac{d^2 (Q^2)}{dx^2} + P \frac{Q}{dx} = 0. \]

Another integrable case would be furnished by
\[ \mu \left( \frac{dz}{dx} \right)^2 = Q, \]
and so for other cases. It will be noticed that in each instance the equation is reduced to what may be called a known form, that is, one of which the primitive can be obtained.

Ex. 1. Solve
\[ (1 - x^2) \frac{dy}{dx} - x \frac{dy}{dx} = cy. \]

Hence
\[ P (1 - x^2) = \frac{dx}{\alpha}, \]
so that
\[ \frac{dx}{\alpha} = \left[ \frac{dx}{\alpha} - \frac{dx}{\alpha} \right] = (1 - x^2)^{-\frac{1}{2}}, \]
and
\[ s = \text{arcsin } x. \]
When the independent variable is changed to \( z \), the equation becomes

\[
\frac{d^2 y}{dz^2} = e^z y,
\]

and therefore

\[
y = A e^z \sin B z + B e^z \cos B z.
\]

**Ex. 2.** Solve (i) \((x^2 - 1) \frac{d^2 y}{dx^2} + x \frac{dy}{dx} = e^x y;\)

(ii) \(\frac{d^2 y}{dx^2} + \frac{dy}{dx} \tan x + y \cos^2 x = 0;\)

(iii) \(\frac{d^2 y}{dx^2} \frac{3x+1}{2} \frac{dy}{dx} + y \left( \frac{6(x+1)}{(x-1)(3x+5)} \right)^2 = 0;\)

(iv) \(\frac{d^2 y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + \frac{1}{x^2} y = 0;\)

(v) \((1+x^2) \frac{d^2 y}{dx^2} + x \frac{dy}{dx} + 2y = 0.\)

64. The property used in § 60 to obtain the relations between the dependent variables in two equations, which are transformable into one another—viz. that the equations have the same normal form—can be used to obtain the relations between the dependent variables in two equations, the independent variables in which are different, on the hypothesis that the equations ultimately determine the same function. The process adopted will be similar to the former one, as both equations will be reduced to their normal forms in the same variable and these, being assumed identical, will give the conditions necessary for the justification of the hypothesis.

Let the two equations, which are to be thus transformable into one another by changing both the dependent and the independent variables, be

\[
\frac{d^2 y}{dx^2} + 2 P \frac{dy}{dx} + Q y = 0 \quad \text{... (i)},
\]

and

\[
\frac{d^2 y}{dz^2} + 2 R \frac{dy}{dz} + S y = 0 \quad \text{... (ii),}
\]

in which \( P \) and \( Q \) are functions of \( x \), and \( R \) and \( S \) functions of \( z \).

Writing in (i)

\[
y e^P dz = y_1,
\]

and

\[
I = Q - \frac{dP}{dx} - P^2,
\]

we have

\[
\frac{d^2 y_1}{dx^2} + I y_1 = 0 \quad \text{... (iii).}
\]

Writing in (ii)

\[
y e^R dz = y_2,
\]

and

\[
J = S - \frac{dR}{dz} - R^2,
\]

we have

\[
\frac{d^2 y_2}{dz^2} + J y_2 = 0 \quad \text{... (iv).}
\]

In (iii), changing the independent variable from \( x \) to \( z \), we obtain

\[
\frac{d^2 y_1}{dz^2} \left( \frac{dx}{dz} \right)^2 + \frac{d^2 y_1}{dx^2} \frac{d^2 x}{dz^2} + I y_1 = 0,
\]

or

\[
\frac{d^2 y_1}{dz^2} + \frac{dy_1}{dz} \frac{dz'}{dz} + \frac{I}{z^2} y_1 = 0,
\]

in which dashes indicate differentiation with regard to \( x \). To reduce this to its normal form, we write

\[
y_1 e^{-\frac{1}{2} \int \frac{dz'}{z}},
\]

or, on the evaluation of the integral in the exponent,

\[
y_1 z'^2 = y_2,
\]

the equation then becomes

\[
\frac{d^2 y_2}{dz^2} + G y_2 = 0 \quad \text{... (v),}
\]

where

\[
G = I - \frac{1}{2} \left( z'^2 \frac{dz'}{dz} - \frac{d}{dz} \left( \frac{z'}{z} \right) \right)
= I - \frac{1}{2} \frac{z''}{z} - \frac{1}{2} \left( \frac{z''}{z} - 2 \frac{z'''}{z} \right)^2
= \frac{I}{z^2} - \frac{1}{2} \left[ z, z' \right],
\]

and \([z, z']\) is the Schwarzian derivative of \( z \).
If, then, the equations be transformable into one another, the normal forms will be the same when expressed in terms of the same independent variable; hence comparing (iv) and (v), which are the normal forms, we have

\[ y_2 = v_1, \]

and

\[ G = J. \]

Substituting for \( G \) in the latter equation, we have

\[ I - \frac{1}{2} [s, x] = J z^2, \]

or

\[ \frac{1}{2} [s, x] + \left( \frac{ds}{dx} \right)^2 \left( S - \frac{dR}{dx} - R^2 \right) - \left( Q - \frac{dP}{dx} - P^2 \right) = 0; \]

and substituting their values for \( y_2 \) and \( v_1 \) in the former equation, we have

\[ y \left( \frac{dz}{dx} \right)^2 e^{Pdz} = v_1 e^{Rdz}. \]

These two equations are the conditions that the differential equations (i) and (ii) should be transformable into one another. The first of them gives the relation which must exist between the independent variables. When the first is satisfied, the second gives the relation which must exist between the dependent variables.

The foregoing equations enable us to obtain the general form of all differential equations into which (i) is transformable, and also to obtain the connection between two given related equations. Thus, for instance, the equation in a given independent variable \( z \) equivalent to (i) would have as its normal form

\[ \frac{d^2 v_1}{dz^2} + \frac{v_1 J}{z^2} = 0, \]

where

\[ v_1 = y \left( \frac{dz}{dx} \right)^2 e^{Pdz}, \]

and

\[ J = I - \frac{1}{2} \left[ \frac{s}{z^2}, x \right]; \]

and since \( s \) and \( I \) are known in terms of \( a, J \) is also known in terms of \( s \) and can therefore be expressed in terms of \( s \). Every differential equation, which is equivalent to (i) and has \( z \) for its independent variable, must have the foregoing equation in \( v_1 \) for its normal form.

Ex. 1. Prove that the equations

\[ (1 - z^2) \frac{d^2 x}{dz^2} - 2xz \frac{dx}{dz} + n (n + 1) x = 0 \]

and

\[ (1 - k^2) \frac{d^2 v}{dk^2} + \frac{1 - 3k^2}{k} \frac{dv}{dk} + \left( 1 + \frac{2n + 1}{k} \right) v \]

are transformable into one another by the relation

\[ x(1 - k^2) = 1 + k^2; \]

and find the relation between \( x \) and \( v \).

Ex. 2. Prove that the equations

\[ \frac{d^2 x}{dz^2} (1 - z^2 + 2(B - 1 + z) \frac{dx}{dz} + k(1 - k)x = 0 \]

and

\[ \frac{d^2 y}{dx^2} + \frac{2k dy}{dx} - B^2 y = 0 \]

are transformable into one another by the relation

\[ x = 1 - z; \]

and find the relation between \( y \) and \( z \).

**Method of Variation of Parameters.**

65. It was proved (§ 59) that, if a solution of the equation

\[ \frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = 0 \]

be known, the primitive of the equation

\[ \frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = R \]

can be obtained. The following method, which is different from the methods already indicated, is effective in giving for this equation, and for other linear equations, the Particular Integral; and it can be applied where the earlier methods cease to be applicable.

Let \( y_1 \) be a solution of the equation

\[ \frac{d^2 y_1}{dx^2} + P \frac{dy_1}{dx} + Qy_1 = 0, \]

so that

\[ \frac{d^2 y_1}{dx^2} + P \frac{dy_1}{dx} + Qy_1 = 0, \]
Eliminating \( Q \), we have
\[
y_1 \frac{d^2 y}{dx^2} - y \frac{d^2 y}{dx^2} + P \left( y_1 \frac{dy}{dx} - y \frac{dy}{dx} \right) = 0;
\]
and therefore
\[
y_1 \frac{dy}{dx} - y \frac{dy}{dx} = Ae^{-Pdx},
\]
where the constant \( A \) clearly is not zero when \( y \) denotes the most general solution of the equation
\[
\frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = 0.
\]
We now have a relation between \( y \) and \( y_1 \) of the first order; its integral is
\[
y = By_1 + Ay_1 \int \frac{dx}{y_1^3 e^{-Pdx}}.
\]
Let \( y_2 \) stand for the quantity of which \( A \) is the coefficient, so that the primitive is
\[
y = By_1 + Ay_2,
\]
and \( y_2 \) is a particular solution of the differential equation. Then the preceding analysis shews that any two particular solutions \( y \), and \( y_2 \) are connected by the equation
\[
y_1 \frac{dy_2}{dx} - y_2 \frac{dy_1}{dx} = Ce^{-Pdx},
\]
where the value of \( C \) is no longer arbitrary but depends on the forms of \( y_1 \) and \( y_2 \), the two particular solutions of the equation.

66. Let us now take the above value of \( y \) and substitute it in the equation
\[
\frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = R,
\]
on the supposition that \( A \) and \( B \) are no longer constants but functions of \( x \) to be so chosen that the equation shall be satisfied. Thus the form of \( y \) is the same for the two equations, but the constants which occur in the former case are changed in the latter into functions of the independent variable; to this process is applied the name Variation of Parameters (§ 14, Note 1).

We have now two unknown quantities \( A \) and \( B \), in terms of which \( y \), a single unknown, is expressed; and we are therefore at liberty to choose any relation between them that may be most convenient for our purpose. When we differentiate \( y \), we obtain
\[
\frac{dy}{dx} = B \frac{dy_1}{dx} + A \frac{dy_2}{dx} + y_1 \frac{dB}{dx} + y_2 \frac{dA}{dx},
\]
provided
\[
\frac{dB}{dx} + y_1 \frac{dA}{dx} = 0;
\]
we shall take this last equation as the chosen relation between \( A \) and \( B \). Again, if we differentiate \( \frac{dy}{dx} \), so that
\[
\frac{d^2 y}{dx^2} = B \frac{d^2 y_1}{dx^2} + A \frac{d^2 y_2}{dx^2} + y_1 \frac{dB}{dx} + y_2 \frac{dA}{dx} + \frac{dy_1}{dx} \frac{dy_2}{dx} + \frac{dy_2}{dx} \frac{dy_1}{dx} + \frac{dA}{dx} \frac{dy_2}{dx} + \frac{dy_1}{dx} \frac{dA}{dx},
\]
and substitute these values in the original equation, then, since \( y_1 \) and \( y_2 \) are particular solutions of the equation when \( R = 0 \), we have as the result
\[
\frac{dB}{dx} \frac{dy_1}{dx} + \frac{dA}{dx} \frac{dy_2}{dx} = R.
\]
Thus
\[
\frac{dA}{dx} = \frac{dB}{dx} = \frac{dy_1}{dx},
\]
and therefore
\[
A = E + \frac{1}{C} \int Ry_1 e^{Pdx} dx,
\]
\[
B = F - \frac{1}{C} \int Ry_2 e^{Pdx} dx,
\]
where \( E \) and \( F \) are arbitrary constants, and \( C \) is a specific constant depending upon the forms of \( y_1 \) and \( y_2 \).

If now, in the differential equation, we write \( \phi (x) \) for \( P \) and \( \psi (x) \) for \( R \); \( f_1 (x) \) for \( y_1 \) and \( f_2 (x) \) for \( y_2 \); then the general solution of
\[
\frac{d^2 y}{dx^2} + \phi (x) \frac{dy}{dx} + Qy = \psi (x)
\]
is
\[ y = E f_2(x) + F f_1(x) + \frac{1}{C} \int \psi(\xi) e^{it \phi} \, d\xi \]
where \( f_1(x) \) and \( f_2(x) \) are particular solutions of
\[ \frac{d^2y}{dx^2} + \phi(x) \frac{dy}{dx} + Qy = 0, \]
and are therefore connected by the relation
\[ f_1 \frac{df_1}{dx} - f_2 \frac{df_2}{dx} = Ce^{-i\phi} e^{ix} \, dx. \]

It may be noticed that we may make \( C \) unity without loss of generality; for, if it be not unity, we may substitute for \( f_2(x) \) the quantity \( \frac{1}{C} f_2(x) \) which, while still a particular solution, will render the constant unity.

Ex. 1. Solve
\[ \frac{dy}{dx} - y = (x - 1) \left( \frac{dy}{dx} - x + 1 \right). \]

Arranged in the ordinary form, this is
\[ \frac{dy}{dx} - \frac{x}{x - 1} \frac{dy}{dx} + \frac{1}{x - 1} y = x - 1. \]

Particular solutions of the equation, without the right-hand member, are \( x \) and \( e^x \); hence, if we take
\[ f_1(x) = x, \quad f_2(x) = e^x, \]
we may proceed as above, and have as the primitive
\[ y = Ae^x + Bx. \]

As in the general case, \( A \) and \( B \) are connected by the relation
\[ \frac{dA}{dx} e^x + \frac{dB}{dx} x = 0, \]
while
\[ \frac{dA}{dx} e^x + \frac{dB}{dx} = x - 1. \]

Thus
\[ \frac{dA}{dx} = x e^{-x} \quad \text{and} \quad \frac{dB}{dx} = -1; \]
and therefore
\[ A = E \int e^{-x} \, t \, dt \]
\[ = E - e^{-x} (x + 1), \]
and
\[ B = F - x. \]

Ex. 2. Integrate by this method the equation
\[ \frac{dy}{dx} + Qy = Ry, \]
where \( Q \) and \( R \) are functions of \( x \) alone.

Ex. 3. Solve
\[ \begin{align*}
& \left( \frac{dy}{dx} + n^2 y \right) \cos nx; \\
& \left( 1 - x^2 \right) \frac{dy}{dx} - Ay = (1 + x^2) y. \end{align*} \]

67. The method of variation of parameters may be applied in a manner, different in regard to the terms neglected, to obtain a subsidiary integral; the constants in which are subsequently made variable parameters. Thus consider the equation
\[ \frac{dy}{dx} + \left( \frac{dy}{dx} \right)^2 f(y) = F(y) = 0. \]

Neglect the term involving \( F(y) \) in order to obtain a subsidiary integral; this integral satisfies
\[ \frac{dy}{dx} + \left( \frac{dy}{dx} \right)^2 f(y) = 0, \]
and therefore is
\[ \frac{dy}{dx} e^{\int f(y) \, dy} = C. \]

Suppose now that \( C \), instead of being a constant, is a function of \( x \) and let this relation be differentiated; then
\[ \left\{ \frac{dy}{dx} + f(y) \left( \frac{dy}{dx} \right)^2 \right\} e^{\int f(y) \, dy} = \frac{dC}{dx}, \]
or
\[ -F(y) e^{\int f(y) \, dy} = \frac{dC}{dx}. \]

Therefore
\[ \frac{dC}{dx} = -F(y) e^{\int f(y) \, dy} \frac{dy}{dx}, \]
and so
\[ C = \frac{dC}{dx} = A - 2 \int dy \, F(y) e^{\int f(y) \, dy}. \]
A first integral of the original equation therefore is
\[ \frac{dy}{dx} e^{if(y)} dy = \left( A - 2 \int dy F(y) e^{if(y) dy} \right)^{\frac{1}{2}}. \]

This can be again integrated since the variables are separable.

**Ex. 1.** Solve in this manner the equation
\[ \frac{d^{2}y}{dx^{2}} + \frac{dy}{dx} f(x) + \left( \frac{dy}{dx} \right)^{2} \phi(x) = 0. \]

Shew also that the integral of this equation may be derived by the method of § 54.

By changing the independent variable in this example from \( x \) to \( y \), obtain the integral of the equation
\[ \frac{d^{2}y}{dx^{2}} + f(y) \frac{dy}{dx} + \phi(y) \left( \frac{dy}{dx} \right)^{2} = 0. \]

**Ex. 2.** Integrate the general equation
\[ \frac{d^{2}y}{dx^{2}} + f(x) \frac{dy}{dx} + F(y) \left( \frac{dy}{dx} \right)^{2} = 0, \]

firstly, by neglecting the last term to obtain a subsidiary equation and then varying the parameters;

secondly, by applying the same method to the integral derived from neglecting the second term;

thirdly, by multiplying by \( \left( \frac{dy}{dx} \right)^{-1} \) and then integrating each term.

It thus appears from these examples that
\[ \frac{d^{2}y}{dx^{2}} + P \frac{dy}{dx} + Q \left( \frac{dy}{dx} \right)^{2} = 0 \]
is integrable in the cases:

(a) when both \( P \) and \( Q \) are functions of \( x \),
(b) when both \( P \) and \( Q \) are functions of \( y \),
(c) when \( P \) is a function of \( x \) and \( Q \) a function of \( y \).

**Two Particular Methods.**

68. When, in the equation \( \frac{d^{2}y}{dx^{2}} + Iy = 0 \), the quantity \( I \) is a rational function of a fractional form such that the denominator is of a higher degree in the variable than the numerator, the following method is sometimes of use.

Let a quantity
\[ \frac{d}{dx} P_{1} \frac{dz}{dx} \]
be substituted for \( v \); then the equation becomes
\[ \frac{d^{2}z}{dx^{2}} + 2 \frac{d}{dx} P_{1} \frac{dz}{dx} + P_{2} z = 0, \]

where
\[ P_{2} = I + P_{1}^{2} + \frac{dP_{1}}{dx}. \]

On integrating the equation as if the left-hand side were a perfect differential, we have
\[ \frac{dz}{dx} + 2 P_{1} \frac{dz}{dx} + \int z \left( P_{2} - 2 \frac{dP_{1}}{dx} \right) dx = A. \]

Since the quantities \( P_{1} \) and \( P_{2} \) are connected as yet by only a single relation, we may assign as a further condition to determine them
\[ \frac{dz}{dx} = 2 \frac{dP_{1}}{dx}. \]

This gives as the equation for \( P_{1} \)
\[ \frac{dP_{1}}{dx} - P_{1}^{2} = I; \]

while, if any value of \( P_{1} \) satisfying this be obtained, an integral of the original equation is obtained in the shape
\[ \frac{dz}{dx} + 2 P_{1} \frac{dz}{dx} = A. \]

It should be pointed out that the possible utility of this method depends on the form of the equation which gives \( P_{1} \); this would be lost by the substitution
\[ P_{1} = - \frac{1}{w} \frac{dw}{dx}, \]

for then the equation giving \( P_{1} \) becomes changed to the original.

With the assumption which was made as to the form of \( I \), we may write
\[ I = \frac{V}{T} U = \frac{V U}{T^{2} U^{2}} = \frac{U V}{\phi}, \]
say, where $T$, $U$, and $V$, are rational integral functions of $x$. Then we may assume

$$P_1 = \frac{f(x)}{\phi},$$

leaving the constants in $f(x)$ as the quantities to be determined from the equation; but in general there are not sufficient disposable constants arising in $f$ to allow the equation to be satisfied. Hence this method, like the other methods which have been proposed for the solution of the linear equation of the second order, is not one of universal application, but is effective only in particular cases.

**Ex. 1.** Solve $x(1-x)y' + 2x = 2x$.

Here the equation for $P_1$ is

$$\frac{dP_1}{dx} - P_1^2 = -\frac{1}{x(1-x)^2}.$$

Let $P_1 = \frac{E}{x(1-x)} + \frac{F}{x}$ and substitute; the equation is satisfied by $E = F = -1$, and therefore a first integral is

$$\frac{dz}{dx} - \frac{2}{x(1-x)} z = A,$$

where

$$\log z = \int \frac{dz}{x} - \int \frac{dx}{1-x},$$

or

$$z = e^x (1-x).$$

The primitive can easily be deduced, for the first integral equation in $z$ is linear of the first order.

**Ex. 2.** Solve

(i) $(1-x)y' + y = 0;$

(ii) $(2x+1)^2(x^2+x+1)y' = 18y;$

(iii) $\frac{d^2y}{dx^2} = 4\sin 3x.$

If a term involving $\frac{dy}{dx}$ should occur in the equation, this term should be removed before applying the above method.

**Ex. 3.** Solve

(i) $\frac{dy}{dx} + \frac{(a+2)x}{x(1-x)} \frac{dy}{dx} - \frac{ay}{x(1-x)} = 0;$

(ii) $\frac{d^2y}{dx^2} + \frac{a - (a + \beta + 1)x}{x(1-x)} \frac{dy}{dx} - \frac{a\beta y}{x(1-x)} = 0;$

(iii) $\frac{d^2y}{dx^2} + \frac{a + 1 - (a + \beta + 1)x}{x(1-x)} \frac{dy}{dx} - \frac{a\beta}{x(1-x)^2} y = 0.$

**Ex. 4.** Show that this method will apply to the equation

$$\frac{d^2y}{dx^2} + \frac{a - (a + \beta + 1)x}{x(1-x)} \frac{dy}{dx} - \frac{a\beta}{x(1-x)^2} y = 0.$$

provided there be a single relation between $A'$, $B'$, and $C'$; and find this relation.

**Ex. 5.** A certain class of linear differential equations can be solved by the resolution of the operator on $y$ into the product of operators. Thus consider the equation

$$u \frac{dy}{dx} + v \frac{dy}{dx} + wy = 0,$$

in which $u$, $v$, and $w$ are functions of $x$; then, if the operator

$$u \frac{d}{dx} + v \frac{d}{dx} + w$$

be resolvable into the product

$$\left(p \frac{d}{dx} + q\right) \left(r \frac{d}{dx} + s\right),$$

$p$, $q$, $r$, and $s$ being functions of $z$, the equation can be integrated. For, if we write

$$\left(r \frac{d}{dx} + s\right) y = z,$$

we have

$$p \frac{dz}{dx} + qz = 0,$$

and therefore

$$z = Ae^{-\int \frac{q}{p} dx},$$

and we must now integrate

$$r \frac{dy}{dx} + sy = Ae^{-\int \frac{q}{p} dx}.$$
which is linear of the first order. In order that this resolution may take place, we have the three equations

\[ pr = u, \]
\[ qr + p \left( \frac{dr}{ds} + s \right) = v, \]
\[ qs + p \frac{ds}{ds} = w, \]
to determine four quantities \( p, q, r \) and \( s \); but we may consider \( p \) and \( r \) as known factors of \( u \), and use the two remaining equations to determine \( q \) and \( s \).

But these cannot be solved in general; and again therefore the method will apply only in particular cases.

Ex. 1. Solve

\[ (x^2 + x - 2) \frac{dy}{dx} + (x^2 - x) \frac{dy}{dx} - (6x^2 + 7x) y = 0. \]

Here we may write \( p = x + 2 \) and \( r = x - 1 \).

If \( q = E + F \) and \( s = E' + F' \), we have

\[
\begin{align*}
E + E' &= 1, \\
-2E + F + 2E' + F' &= -2, \\
F - 2F' &= 2, \\
F' + 2E' &= 0, \\
EE' &= -6,
\end{align*}
\]

which are satisfied by

\[
E = 3; \quad E' = -2; \quad F = 4; \quad F' = 1.
\]

Hence the equation may be written

\[ \left( x + 2 \right) \frac{dy}{dx} - 3x + 4 \left( x - 1 \right) \frac{dy}{dx} - 2x + 1 \right) y = 0. \]

A first integral is

\[ (x - 1) \frac{dy}{dx} - (2x - 1)y = A (x + 2)^2 e^{-3x}, \]

and the primitive is

\[ y = (x - 1) e^{3x} \left[ B + A \int \left( x + 2 \right) \frac{dy}{dx} e^{-3x} dx \right]. \]

Ex. 2. Solve

(i) \[ ax \frac{dy}{dx} + (3x + 5x) \frac{dy}{dx} + 3by = 0; \]
(ii) \[ (x - 1) (x - 2) \frac{dy}{dx} - (x - 3) \frac{dy}{dx} + 2y = 0; \]
(iii) \[ (2x - 1) \frac{dy}{dx} - (x - 4) \frac{dy}{dx} + (x - 3) y = 0; \]
(iv) \[ (x^2 + 3x + 2) \frac{dy}{dx} + (5x^2 + 2x + 4) \frac{dy}{dx} + (6x^2 + 4x + 4) y = 0; \]
(v) \[ (x^2 - 1) \frac{dy}{dx} - (3x + 1) \frac{dy}{dx} - (x^2 - x) y = 0; \]
(vi) \[ x^2 (a - bx) \frac{dy}{dx} - 2x (2a - bx) \frac{dy}{dx} + 2 (3a - bx) y = 6a^2. \]

70. There is a particular form into which the ordinary linear differential equation of the second order may be changed; multiplying

\[ \frac{dy}{dx} + F \frac{dy}{dx} + Qy = 0 \]

throughout by \( e^{Pdx} \), we may write it

\[ \frac{d}{dx} \left( e^{Pdx} \frac{dy}{dx} \right) + Qe^{Pdx} y = 0. \]

Let a new independent variable \( s \) be taken such that

\[ ds = Qe^{Pdx} dx; \]

then the equation becomes

\[ \frac{d}{ds} \left( Qe^{Pdx} \frac{dy}{dx} \right) + y = 0. \]

Now \( Qe^{Pdx} \) is a definite function of \( x \) and therefore of \( z \); let it be denoted by \( \frac{1}{U} \), where \( U \) is a function of \( z \). Then the equation is

\[ \frac{d}{dz} \left( \frac{1}{U} \frac{dy}{dx} \right) + y = 0, \]

which is the form referred to.

Sir William Thomson (afterwards Lord Kelvin) indicated a method of approximating to a solution of this equation by mechanical means.\(^*\)

Ex. Express \( F \frac{dy}{dx} + Q \frac{dy}{dx} + Rx = 0 \) in the form \( \frac{dy}{dx} + \mu x = 0 \). Prove that \( \mu = S_0 - S_1 - S_2 - \ldots \), where

\[ S_n = U + C's; \quad S_{n+1} = \int_0^x dx \int_0^x \mu S_n dx, \]

expresses the solution of this in a series necessarily converging for all values of \( x \), provided \( \mu \) remains finite.

Work out the case when \( \mu = x^n \).

FUNCTION OF ALL, OR OF ANY OF, THE OTHERS, THEN THE GOING VALUE OF
Y IS A SOLUTION INVOLVING N ARBITRARY CONSTANTS; IT IS THEREFORE THE
COMPLEMENTARY FUNCTION. IN ORDER THAT THIS MAY BE THE CASE,
THERE MUST EXIST NO EQUATION OF THE FORM

\[ \lambda_1 y_1 + \lambda_2 y_2 + \ldots + \lambda_n y_n = 0, \]

FOR ANY VALUES WHATSOEVER OF THE CONSTANTS \( \lambda_1, \lambda_2, \ldots, \lambda_n \), OTHER THAN ZERO FOR EACH OF THEM. IF ALL THE CONSTANTS \( \lambda \) BE NOT ZERO, WE HAVE THE DERIVED EQUATIONS

\[ \lambda_1 \frac{d^{n-1} y_1}{dx^{n-1}} + \lambda_2 \frac{d^{n-1} y_2}{dx^{n-1}} + \ldots + \lambda_n \frac{d^{n-1} y_n}{dx^{n-1}} = 0, \]

\[ \lambda_1 \frac{d^{n-2} y_1}{dx^{n-2}} + \lambda_2 \frac{d^{n-2} y_2}{dx^{n-2}} + \ldots + \lambda_n \frac{d^{n-2} y_n}{dx^{n-2}} = 0, \]

AND, SINCE THE \( \lambda \)'S DO NOT ALL VANISH, THE DETERMINANT OBTAINED BY ELIMINATING THE \( \lambda \)'S MUST VANISH, THAT IS,

\[ \Delta = \begin{vmatrix} \frac{d^{n-1} y_1}{dx^{n-1}} & \frac{d^{n-1} y_2}{dx^{n-1}} & \ldots & \frac{d^{n-1} y_n}{dx^{n-1}} \\ \frac{d^{n-2} y_1}{dx^{n-2}} & \frac{d^{n-2} y_2}{dx^{n-2}} & \ldots & \frac{d^{n-2} y_n}{dx^{n-2}} \\ \ldots & \ldots & \ldots & \ldots \\ \frac{dy_1}{dx} & \frac{dy_2}{dx} & \ldots & \frac{dy_n}{dx} \end{vmatrix} = 0. \]

HENCE THE CONDITION THAT THE \( y \)'S SHOULD BE INDEPENDENT OR, IN OTHER WORDS, THAT THE GOING VALUE OF \( y \) SHOULD BE THE COMPLEMENTARY FUNCTION, IS THAT \( \Delta \) SHOULD NOT VANISH.

73. IT IS EASILY PROVED THAT, IF \( \Delta \) BE ZERO, THEN SOME EQUATION OF THE FORM

\[ \lambda_1 y_1 + \lambda_2 y_2 + \ldots + \lambda_n y_n = 0, \]

MUST EXIST. FOR OTHERWISE LET THE VALUE OF THE LEFT-HAND SIDE BE DENOTED BY \( u \); MULTIPLY THE COLUMNS IN \( \Delta \) BY \( \lambda_1, \lambda_2, \ldots, \lambda_n \)
respectively and add them together, substituting their sum for any one column—as the first. Then we have

\[
\begin{vmatrix}
\frac{d^{n-1}u}{dx^{n-1}}, & \frac{d^{n-1}y_2}{dx^{n-1}}, & \cdots, & \frac{d^{n-1}y_n}{dx^{n-1}} = 0, \\
\frac{d^{n-2}u}{dx^{n-2}}, & \frac{d^{n-2}y_2}{dx^{n-2}}, & \cdots, & \frac{d^{n-2}y_n}{dx^{n-2}} \\
\vdots & \vdots & \ddots & \vdots \\
u, & y_2, & \cdots, & y_n
\end{vmatrix}
\]

an equation of order \( n - 1 \) which determines \( u \). Now this is satisfied by \( u = y_1, y_2, \ldots, y_n \), that is, it has \( n \) particular solutions which are supposed independent. But the number of independent particular solutions which an equation can have is equal to its order, a property which is violated by the preceding result. The foregoing equation in \( u \) must therefore be an identity so that \( u \) is zero; and therefore, on the supposition that \( \Delta \) is zero, there is a relation between the \( n \) quantities \( y \).

74. The value of \( \Delta \), when different from zero, can be found as follows. Let the values \( y = y_1, y_2, \ldots, y_n \) be substituted in (ii) and from the \( n \) resulting equations let the coefficients \( X_1, X_2, \ldots, X_n \) be eliminated; then we have

\[
X_0 \begin{vmatrix}
\frac{d^n y_1}{dx^n}, & \frac{d^n y_2}{dx^n}, & \cdots, & \frac{d^n y_n}{dx^n} \\
\frac{d^{n-2} y_1}{dx^{n-2}}, & \frac{d^{n-2} y_2}{dx^{n-2}}, & \cdots, & \frac{d^{n-2} y_n}{dx^{n-2}} \\
\vdots & \vdots & \ddots & \vdots \\
y_1, & y_2, & \cdots, & y_n
\end{vmatrix} + X_1 \Delta = 0.
\]

The determinant which is multiplied by \( X_0 \) is \( \frac{d\Delta}{dx} \), and therefore this equation is

\[
X_0 \frac{d\Delta}{dx} + X_1 \Delta = 0,
\]

which when integrated gives

\[
\Delta = C e^{-\int X_0 x^{-1} dx}.
\]

Since \( \Delta \) and \( \int X_0 x^{-1} dx \) are determinate functions of \( x \), the constant \( C \) must be determined by some other method; comparison of particular terms is often effective. The value of \( C \) will evidently change with a change in the set of fundamental solutions \( y_1, y_2, \ldots, y_n \); but \( C \) is never zero.

Ex. Let \( y_1 \) be a particular solution of the equation

\[
X_0 \frac{d^n y}{dx^n} + X_1 \frac{d^{n-1} y}{dx^{n-1}} + \cdots + X_n \frac{dy}{dx} + X_n y = 0;
\]

when we write \( y_1 z_1 dx \) for \( y \), the equation determining \( z \) is (§ 76, post) of order \( m - 1 \). Let \( z_1 \) be a particular solution of this, so that \( y_1 z_1 dx \) is a second particular solution of the \( y \)-equation; and let \( z_1 dx \) be substituted for \( z \). Thus the equation in \( u \) is of order \( m - 2 \). Let \( u_1 \) be a particular solution of this equation; then \( y_1 z_1 dx \) is a third, etc. Proceeding in this way by \( m - 1 \) successive substitutions, we shall arrive at an equation of the form

\[
\frac{dz}{dx} = m w,
\]

of which a solution can be found; and there will be, in all, \( m \) particular solutions \( y \).

Prove that these particular solutions \( y \) are independent of one another; and show that for this set of particular solutions

\[
\Delta = (\cdots) \frac{d^{m-2} y_1}{dx^{m-2}}, \ldots, \frac{d^{m-2} y_n}{dx^{m-2}}
\]

(Fuchs.)

75. The Particular Integral may now be deduced by means of the method of the variation of parameters; this is the most symmetrical method, but another will be indicated in the next section. In the equation

\[
y = A_1 y_1 + A_2 y_2 + \cdots + A_n y_n,
\]

let the \( A \)'s be supposed functions of \( x \) instead of constants; then the value of \( \frac{dy}{dx} \) is given by

\[
\frac{dy}{dx} = A_1 \frac{dy_1}{dx} + A_2 \frac{dy_2}{dx} + \cdots + A_n \frac{dy_n}{dx}
\]

\[
+ y_1 \frac{dA_1}{dx} + y_2 \frac{dA_2}{dx} + \cdots + y_n \frac{dA_n}{dx}.
\]

Now as we have \( n \) functions \( A \), while the only condition as yet attached to them is that they are such as to make the preceding
value of $y$ satisfy the differential equation (i), we may make them satisfy $n - 1$ other conditions assigned at pleasure, provided these are not inconsistent. Let us assume as one of these conditions

$$y_1 \frac{dA_1}{dx} + y_2 \frac{dA_2}{dx} + \ldots + y_n \frac{dA_n}{dx} = 0;$$

we then have

$$\frac{dy}{dx} = A_1 \frac{dy_1}{dx} + A_2 \frac{dy_2}{dx} + \ldots + A_n \frac{dy_n}{dx}.$$

Differentiating this again, we have

$$\frac{d^2y}{dx^2} = A_1 \frac{d^2y_1}{dx^2} + A_2 \frac{d^2y_2}{dx^2} + \ldots + A_n \frac{d^2y_n}{dx^2},$$

provided we assign as another condition

$$\frac{dy_1}{dx} \frac{dA_1}{dx} + \frac{dy_2}{dx} \frac{dA_2}{dx} + \ldots + \frac{dy_n}{dx} \frac{dA_n}{dx} = 0.$$

Proceeding in this way, and assuming that the $A_i$'s are such as to satisfy

$$\frac{d^3y}{dx^3} = A_1 \frac{d^3y_1}{dx^3} + A_2 \frac{d^3y_2}{dx^3} + \ldots + A_n \frac{d^3y_n}{dx^3},$$

$$\frac{d^4y}{dx^4} = A_1 \frac{d^4y_1}{dx^4} + A_2 \frac{d^4y_2}{dx^4} + \ldots + A_n \frac{d^4y_n}{dx^4},$$

$$\ldots$$

$$\frac{d^{n-1}y}{dx^{n-1}} = A_1 \frac{d^{n-1}y_1}{dx^{n-1}} + A_2 \frac{d^{n-1}y_2}{dx^{n-1}} + \ldots + A_n \frac{d^{n-1}y_n}{dx^{n-1}},$$

(which, with the previous two, make up $n - 1$ assigned conditions, not inconsistent), we have

$$\frac{d^ny}{dx^n} = A_1 \frac{d^ny_1}{dx^n} + A_2 \frac{d^ny_2}{dx^n} + \ldots + A_n \frac{d^ny_n}{dx^n},$$

$$\ldots$$

$$\frac{d^{n-1}y}{dx^{n-1}} = A_1 \frac{d^{n-1}y_1}{dx^{n-1}} + A_2 \frac{d^{n-1}y_2}{dx^{n-1}} + \ldots + A_n \frac{d^{n-1}y_n}{dx^{n-1}}.$$

The last of these, when differentiated, gives

$$\frac{d^n y}{dx^n} = A_1 \frac{d^n y_1}{dx^n} + A_2 \frac{d^n y_2}{dx^n} + \ldots + A_n \frac{d^n y_n}{dx^n},$$

$$+ \frac{d^{n-1}y_1}{dx^{n-1}} \frac{dA_1}{dx} + \frac{d^{n-1}y_2}{dx^{n-1}} \frac{dA_2}{dx} + \ldots + \frac{d^{n-1}y_n}{dx^{n-1}} \frac{dA_n}{dx},$$

but, as all the conditions which were assignable have been used, the second part of the right-hand side does not vanish. We multiply the differential coefficients of $y$ thus expressed by the algebraical coefficients, which are attached to them in the equation (i) of § 71, and add the results; since $y$ is a solution of (i), and $y_1, y_2, \ldots, y_n,$ are solutions of (ii) of § 71, we have

$$V = X_\alpha \left( \frac{d^{n-1}y_1}{dx^{n-1}} \frac{dA_1}{dx} + \frac{d^{n-1}y_2}{dx^{n-1}} \frac{dA_2}{dx} + \ldots + \frac{d^{n-1}y_n}{dx^{n-1}} \frac{dA_n}{dx} \right).$$

Let $\Delta_r$ be the minor of $\frac{d^{n-1}y_r}{dx^{n-1}}$ in $\Delta$, for the values $r = 1, 2, \ldots, n;$ then the $n$ equations giving the values of $\frac{dA_1}{dx}, \frac{dA_2}{dx}, \ldots, \frac{dA_n}{dx}$, have as their solution the equation

$$X_\alpha \frac{dA_r}{dx} = V \Delta_r,$$

for all the values of $r$. Hence

$$\frac{dA_r}{dx} = \frac{V \Delta_r}{X_\alpha \Delta_x},$$

and therefore

$$A_r = C_r + \int \frac{V \Delta_r}{X_\alpha \Delta_x} dx,$$

where $C_r$ is an arbitrary constant. The value of $y$ is therefore

$$y = \sum_{r=1}^{n} y_r \left( C_r + \int \frac{V \Delta_r}{X_\alpha \Delta_x} dx \right),$$

the Particular Integral being

$$y_1 \int \frac{V \Delta_1}{X_\alpha \Delta_x} dx + y_2 \int \frac{V \Delta_2}{X_\alpha \Delta_x} dx + \ldots + y_n \int \frac{V \Delta_n}{X_\alpha \Delta_x} dx.$$
is given by
\[ y = C_1 f_1(x) + C_2 f_2(x) + C_3 f_3(x) + \int_a^x f_4(\xi) \left( \frac{d f_5(\xi)}{d \xi}, \frac{d f_5(\xi)}{d \xi}, \frac{d f_5(\xi)}{d \xi} \right) d \xi, \]
where \( C_1, C_2, C_3 \) are arbitrary constants and \( a \) is a determinate constant.

Ex. 2. Solve the equations
(i) \[ x^2 \frac{d^2 y}{dx^2} - 2x(1 + x) \frac{dy}{dx} + 2(1 + x)y = x^2; \]
(ii) \[ (x^3 + 2) \frac{d^2 y}{dx^2} - 2x \frac{d y}{dx} + (x^2 + 2) \frac{dy}{dx} - 2x y = x^2 + 2. \]

76. When we know one or several particular solutions of the equation (ii) of § 71, the order of the equation can be depressed by a number equal to the number of particular solutions known. Thus suppose we know that \( y_i \) is a particular solution of the equation; when we change the variable from \( y \) to \( y_i u \), the equation becomes
\[ X_0 y_i \frac{d^{n+1} u}{dx^{n+1}} + X_1 \frac{d^{n+1} u}{dx^{n+1}} + \ldots + X_n \frac{d^1 u}{dx} + X_n y_i = 0, \]
or, what is the same thing,
\[ X_0 y_i \frac{d^{n+1} u}{dx^{n+1}} + X_1 \frac{d^{n+1} u}{dx^{n+1}} + \ldots + X_n \frac{d^1 u}{dx} = 0, \]
in which \( X_0, X_1, \ldots, X_n \), are functions of \( X_0, X_1, \ldots, X_n-1 \), and differential coefficients of \( y_i \). If now for \( \frac{du}{dx} \) we substitute \( v \), the resulting equation is of order \( n-1 \); the original equation has therefore had its order depressed by unity.

If \( y_b \) be another particular solution of (ii), then \( y_b y_i \) is a value of \( u \), and therefore \( \frac{dy}{dx} \) is a solution of the equation in \( v \); this equation can therefore have its order depressed by unity and the order of the new equation will be less by two than that of (ii). It therefore is possible by proceeding in this way to diminish the order of an equation by \( m \), when \( m \) particular solutions are known. Each depressed equation remains linear.
The substitution of these values in the equation (ii) gives
\[ X_0 \left\{ \sum_{r=1}^{n-1} \left( \frac{dC_r}{dx} + \frac{d^n y_r}{dx^{n+2}} \right) + X_1 \sum_{r=1}^{n-1} \frac{d^n y_r}{dx^{n+2}} \right\} + X_1 \sum_{r=1}^{n-1} \frac{dC_r}{dx} + \frac{d^n y_r}{dx^{n+2}} = 0, \]
since \( y_1, y_2, \ldots, y_{n-1} \), are particular solutions.

Let \( \Delta \) denote the determinant
\[
\begin{vmatrix}
\frac{d^{n-2} y_1}{dx^{n-2}}, & \frac{d^{n-2} y_2}{dx^{n-2}}, & \ldots, & \frac{d^{n-2} y_{n-1}}{dx^{n-2}} \\
\frac{d^{n-2} y_1}{dx^{n-2}}, & \frac{d^{n-2} y_2}{dx^{n-2}}, & \ldots, & \frac{d^{n-2} y_{n-1}}{dx^{n-2}} \\
\vdots & \vdots & \ddots & \vdots \\
y_1, & y_2, & \ldots, & y_{n-1}
\end{vmatrix}
\]
and let the minor of \( \frac{d^{n-2} y_r}{dx^{n-2}} \) in \( \Delta \) be denoted by \( \Delta_r \), for the values \( r = 1, 2, \ldots, n-1 \). Then we have
\[
\frac{dC_r}{dx} = \frac{dC_{r-1}}{dx}, \quad \frac{d^n y_r}{dx^{n+2}} = \frac{d^n y_{r+1}}{dx^{n+2}} = s \text{ say},
\]
and therefore, for these values of \( r \),
\[
\frac{dC_r}{dx} = z \Delta_r.
\]

Hence
\[
\sum_{r=1}^{n-1} \frac{dC_r}{dx} + \frac{d^n y_r}{dx^{n+2}} = z \sum_{r=1}^{n-1} \frac{d^n y_r}{dx^{n+2}} = z \Delta
\]
and
\[
\sum_{r=1}^{n-1} \frac{dC_r}{dx} + \frac{d^n y_r}{dx^{n+2}} = z \sum_{r=1}^{n-1} \frac{d^n y_r}{dx^{n+2}} = z \Delta.
\]
Also
\[
\frac{d^2 C_r}{dx^2} = \frac{dz}{dx} \Delta_r + s \frac{dC_r}{dx},
\]
and
\[
\sum_{r=1}^{n-1} \Delta_r \frac{d^n y_r}{dx^{n+2}} = 0;
\]
so that
\[
\sum_{r=1}^{n-1} \frac{dC_r}{dx} + \frac{d^n y_r}{dx^{n+2}} = z \sum_{r=1}^{n-1} \frac{d^n y_r}{dx^{n+2}} = \Delta \frac{dz}{dx};
\]
the transformed equation therefore is
\[
X_0 \frac{dz}{dx} + 2X_0 \frac{d^2 z}{dx^2} + X_1 \frac{d^3 z}{dx^3} = 0.
\]
Dividing by \( X_0 \Delta \), we have
\[
\frac{dz}{dx} + \left( \frac{2 \frac{d\Delta}{\Delta} + \frac{X_1}{X_0} \right) \frac{d^2 z}{dx^2} = 0,
\]
the integral of which is
\[
z = A \Delta^{-2} e^{-\int \frac{X_1}{X_0} \frac{dx}{dx}}.
\]
The corresponding value of \( C_r \) is derivable from
\[
\frac{dC_r}{dx} = z \Delta_r = A \frac{dz}{\Delta} \Delta^{-2} e^{-\int \frac{X_1}{X_0} \frac{dx}{dx}};
\]
and therefore
\[
C_r = A_r + A \int \frac{dz}{\Delta} \Delta^{-2} e^{-\int \frac{X_1}{X_0} \frac{dx}{dx}} dx,
\]
for the values \( r = 1, 2, \ldots, n-1 \). Hence we have \( n \) arbitrary constants, viz. \( A_1, A_2, A_3, \ldots, A_{n-1} \); and the primitive of (ii) is thus
\[
y = \sum_{r=1}^{n-1} A_r y_r + A \int \frac{dz}{\Delta} \Delta^{-2} e^{-\int \frac{X_1}{X_0} \frac{dx}{dx}} dx.
\]

Ex. Solve completely
\[
\frac{d^2 y}{dx^2} = P \left( x^2 \frac{d^2 y}{dx^2} - 2x \frac{dy}{dx} + y \right) + Q,
\]
where \( P \) and \( Q \) are functions of \( x \).

**Geometrical Application: Trajectories.**

78. It has already been noticed that a differential equation is the appropriate analytical expression of any property of a curve which is connected with its direction and its curvature; and it therefore follows that the investigation of many geometrical questions ultimately depends upon the solution of a differential equation. In the higher parts of mathematics, differential equations are of almost universal occurrence; but in other subjects
it is less possible than it is in geometry to give examples, as there is no necessarily general method of arriving at the differential equation, while its deduction in geometrical problems is obtained almost immediately by the use of the formulas of the differential calculus. There will be no attempt to give here any complete classification of applications to geometry; only a single general problem will be discussed, that of Trajectories.

A Trajectory is defined to be a line which, at its points of intersection with the members of a family of curves expressed by one equation, cuts them according to some given law.

79. As the most general form possible, let

\[ f(x, y, a) = 0 \]

denote a family of curves of which \( a \) is the parameter; through any point on one curve a trajectory will pass, and there will thus be a second system of curves representing these trajectories. Let \( \xi \) and \( \eta \) be the current coordinates of this second system; and suppose the analytical expression of the law which holds at each point of intersection to be

\[ F\left\{ x, y, \frac{dy}{dx}, \frac{d^2y}{dx^2}, \ldots, \xi, \eta, \frac{d\eta}{d\xi}, \frac{d^2\eta}{d\xi^2}, \ldots \right\} = 0. \]

In this equation, \( \xi \) and \( \eta \) at a point of intersection are respectively the same as \( x \) and \( y \), being the coordinates of that point; but \( \frac{d\eta}{d\xi}, \ldots \) are not the same as \( \frac{dy}{dx}, \ldots \), for they indicate the direction and the curvature of the two intersecting curves.

We proceed as follows.

From the equation

\[ f(x, y, a) = 0 \]

we obtain the values of all the differential coefficients of \( y \), which occur in the relation \( F = 0 \), as functions of \( x, y, \) and \( a \); and in each of these expressions we substitute the value of \( a \) as a function of \( x \) and \( y \) derived from the equation of the curve. This will be equivalent to eliminating \( a \) between \( f = 0 \) and the equation giving each differential coefficient. Let these values of the differential coefficients of \( y \) be substituted in \( F = 0 \); it then becomes an equation which involves \( x, y, \xi, \eta \), and differential coefficients of \( \eta \) with respect to \( \xi \). But we have seen that \( x \) and \( y \) are the same as \( \xi \) and \( \eta \), since both sets are the coordinates of the same point; therefore \( F = 0 \) becomes a differential equation in \( \eta \) and \( \xi \) only.

80. The most frequent example of trajectories is that in which a system of curves is to be obtained cutting a given system at a constant angle. If this angle be a right angle, the trajectory is called orthogonal; if other than a right angle, the trajectory is called oblique.

In the case of orthogonal trajectories, the tangents at a common point are to be perpendicular, and therefore

\[ 1 + \frac{dy}{dx} \frac{d\eta}{d\xi} = 0, \]

which is the form of \( F = 0 \) for this case. For the given system of curves, we have

\[ f(x, y, a) = 0, \]

\[ \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} \frac{dy}{dx} = 0, \]

from which we eliminate \( a \) and obtain a relation between \( x, y \) and \( \frac{dy}{dx}, \) which is really the differential equation of this system of curves; let this relation be

\[ \psi\left( x, y, \frac{dy}{dx} \right) = 0. \]

Now, for the trajectory, we have

\[ \xi = x, \quad y = \eta, \]

and

\[ \frac{dy}{dx} = -\frac{1}{\frac{d\eta}{d\xi}}; \]

therefore the differential equation of the trajectory is

\[ \psi\left( \xi, \eta, -\frac{1}{\frac{d\eta}{d\xi}} \right) = 0. \]
The elimination of the parameter is immediate when the equation of the given family of curves occurs in the form

\[ \phi(x, y) = a. \]

For we then have

\[ \frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} \frac{dy}{dx} = 0, \]

which at once gives \( \frac{dy}{dx} \) independent of \( a \), and is the form of \( \psi = 0 \) for this case.

**81.** When the equation of the curve is given in polar coordinates, the same method may be applied. For we then have

\[ \chi(r, \theta, \phi) = 0 \]

as the equation of the family of curves. If \( \phi \) be the angle between the radius vector and the part of the tangent to the curve drawn from the point back towards the line from which \( \theta \) is measured, we have

\[ \tan \phi = r \frac{d\theta}{dr}, \]

while, if \( \Phi \) be the same quantity for the trajectory, and \( R \) and \( \Theta \) be the polar coordinates of a point on it,

\[ \tan \Phi = R \frac{d\Theta}{dR}. \]

Since the tangents are at right angles,

\[ \Phi \sim \phi = \frac{1}{2} \pi, \]

and therefore

\[ r \frac{d\theta}{dr} = \frac{R}{dR} + 1 = 0, \]

where \( R \) and \( r, \Theta \) and \( \theta \) (but not their derivatives), are the same.

Now

\[ \frac{\partial \chi}{\partial r} + \frac{\partial \chi}{\partial \theta} \frac{d\theta}{dr} = 0; \]

eliminating \( \phi \) between this equation and the equation of the curve, we find a relation of the form

\[ \psi(r, \theta, \frac{d\theta}{dr}) = 0. \]

For the trajectory

\[ R = r, \Theta = \theta, \text{ and } \frac{d\theta}{dr} = \frac{1}{R^2} \frac{dR}{d\Theta} = -\frac{dR}{R \frac{d\Theta}{dR}}; \]

the differential equation of the trajectory is therefore

\[ \psi(R, \Theta, -\frac{1}{R^2} \frac{dR}{d\Theta}) = 0. \]

This, when integrated, gives the equation of the system of curves possessing the required property.

**Ex. 1.** Find the orthogonal trajectory of the series of straight lines

\[ y = mx. \]

We have

\[ \frac{dy}{dx} = m, \]

and therefore the differential equation of these lines is

\[ x \frac{dy}{dx} = y. \]

Hence, by our rule, the differential equation of the system of orthogonal trajectories is

\[ \xi = -\eta \frac{dy}{dx}, \]

which on integration gives

\[ \xi^2 + \eta^2 = c^2, \]

a series of concentric circles having for common centre the common point of the lines.

**Ex. 2.** Find the orthogonal trajectory of

\[ r^n = a^n \sin n\theta. \]

Taking logarithms and differentiating, we have

\[ \frac{a}{r^n} \frac{dr}{d\theta} = \cos n\theta \frac{\sin n\theta}{\sin^2 n\theta}, \]

which is the differential equation of the family of curves. For the trajectory, we have

\[ \frac{1}{r^n} \frac{dr}{d\theta} = -R \frac{d\Theta}{dR}; \]

and therefore the differential equation of the trajectory is

\[ R \frac{d\Theta}{dR} + \cos n\Theta = 0. \]
The variables may be separated; we have
\[ n \frac{d\theta}{R} = -n \frac{\sin n\theta}{\cos n\theta} \frac{d\theta}{\xi}, \]
so that
\[ R^n = A^n \cos n\theta, \]
the family required.

**Ex. 3.** Prove that, whatever be the value of \( n \), a non-parametric constant, the orthogonal trajectory of the curves included in
\[ y = cx^n \]
is a family of conics.

**Ex. 4.** Shew that the orthogonal trajectory of a system of confocal ellipses is a system of hyperbolas confocal with the ellipses.

**Ex. 5.** Obtain the orthogonal trajectory of the system of curves
(i) \( r^n \sin n\theta = a^2 \);
(ii) \( r^n = a^2 \log (c \tan \theta) \), \( c \) being arbitrary.

**Ex. 6.** Shew that, if \( f(x + iy) \) be denoted by \( u + iv \), where \( u \) and \( v \) are real, and \( i \) denotes \( \sqrt{-1} \), then the families of curves \( u = \text{const.} \), \( v = \text{const.} \), are the orthogonal trajectories of each other; and the families \( u \cos a + v \sin a = \text{const.} \) for different values of \( a \), are oblique trajectories of each other.

In particular, shew that, if \( u \) and \( v \), so obtained, be homogeneous of order \( n \), then the value of \( u \) is
\[ u = \frac{x}{\xi} \frac{\partial v}{\partial x} - \frac{y}{\xi} \frac{\partial v}{\partial y}. \]

How may the value of \( u \) be found when \( n \) is zero?

**Ex. 7.** Find a system of curves cutting, at a constant angle other than right, a system of concentric circles.

**82.** If one of the variables be given as an explicit function of the other and the parameter, the equation will be of the form
\[ y = \phi (x, a); \]
instead of eliminating \( a \) we may proceed as follows. Let the equation of the orthogonal trajectory be
\[ \eta = \phi (\xi, a), \]
where in the last \( a \) is to be considered an unknown function of \( \xi \) to
be determined so that the curve may be the orthogonal trajectory. We now have
\[ \frac{dy}{dx} = \frac{\partial \phi}{\partial x}, \]
\[ \frac{d\eta}{dx} = \frac{\partial \phi}{\partial \xi} + \frac{\partial \phi}{\partial a} \frac{da}{d\xi}, \]
and therefore
\[ \frac{\partial \phi}{\partial x} \left( \frac{\partial \phi}{\partial \xi} + \frac{\partial \phi}{\partial a} \frac{da}{d\xi} \right) + 1 = 0. \]

Now, as no further differentiations are to take place, we may write \( \frac{\partial \phi}{\partial \xi} \) in place of \( \frac{\partial \phi}{\partial x} \), since \( x \) is equal to \( \xi \); hence we have
\[ 1 + \left( \frac{\partial \phi}{\partial \xi} \right)^2 + \frac{\partial \phi}{\partial a} \frac{\partial \phi}{\partial \xi} \frac{da}{d\xi} = 0. \]

This is an equation between two variables \( a \) and \( \xi \); when integrated, it determines the value of \( a \) which, being substituted in
\[ \eta = \phi (\xi, a), \]
gives the orthogonal trajectory.

**Ex.** Obtain the orthogonal trajectory of the ellipses represented by
\[ y = a (1 - x^2)^{1/2}. \]

Here
\[ \frac{\partial \phi}{\partial \xi} = -a \xi (1 - \xi^2)^{-1/2}, \]
\[ \frac{\partial \phi}{\partial a} = (1 - \xi^2)^{1/2}; \]
and the equation determining \( a \) is
\[ 1 + a^2 \frac{\xi^2}{1 - \xi^2} - \xi a \frac{da}{d\xi} = 0, \]
which gives
\[ \frac{da}{d\xi} = 2a \xi \frac{d\xi}{d\xi} - \xi a \frac{da}{d\xi}. \]

This on integration leads to the equation
\[ a^2 (1 - \xi^2) = A - \xi^2 + \log \xi^2; \]
therefore the orthogonal trajectory required is
\[ \eta^2 = A - \xi^2 + \log \xi^2. \]
MISCELLANEOUS EXAMPLES.

1. Solve the equations:
   (i) \( \frac{d^2 y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + \left( \frac{n^2}{x^2} - \frac{2}{x} \right) y = 0 \);
   (ii) \( 2x \frac{d^2 y}{dx^2} - 2x \frac{dy}{dx} + 2y (1 + x^2) = 0 \);
   (iii) \( 2y \frac{d^2 y}{dx^2} - 3 \left( \frac{dy}{dx} \right)^2 - 4y^2 = 0 \);
   (iv) \( y^2 + \left\{ y^2 + \left( \frac{dy}{dx} \right)^2 \right\} \frac{d^2 y}{dx^2} = 0 \);
   (v) \( \frac{d^2 y}{dx^2} + (2 - x \phi(x)) \frac{dy}{dx} = \psi(x) \);
   (vi) \( \left\{ y - x \frac{dy}{dx} \right\} \frac{d^2 y}{dx^2} + 4 \left( \frac{dy}{dx} \right)^2 = 0 \);
   (vii) \( \frac{d^2 y}{dx^2} + 2 \alpha \cot \alpha \frac{dy}{dx} + (m^2 - n^2) y = 0 \);
   (viii) \( x (x + y) \frac{d^2 y}{dx^2} + (x - y) \frac{dy}{dx} + x \left( \frac{dy}{dx} \right)^2 - y = 0 \);
   (ix) \( \left( \frac{dy}{dx} \right)^2 - 3 \frac{d^2 y}{dx^2} = n \left\{ \left( \frac{dy}{dx} \right)^2 + \phi(x) \right\} \frac{1}{2} \);
   (x) \( \sin^2 x \frac{d^2 y}{dx^2} = 2y \);
   (xi) \( \frac{d^2 y}{dx^2} + \left( \frac{dy}{dx} \right)^2 \phi(x) + \frac{dy}{dx} \psi(x) = 0 \).

2. Assuming that the primitive of \( \frac{d^2 y}{dx^2} + \left( 1 - \frac{2}{x} \right) y = 0 \) is of the form \( y = u + \frac{v}{x^2} \) prove that it is given by
   \( u = A \sin(x + a), \quad v = A \cos(x + a) \).

   Obtain the primitive of \( \frac{d^2 y}{dx^2} + \left( 1 - \frac{2}{x} \right) y = x^2 \).

3. By the method of variation of parameters, deduce the primitive of
   \( \frac{d^2 y}{dx^2} + \left( n - \frac{1}{x^2} \right) \frac{dy}{dx} \left( a^2 - \frac{2}{x} \right) y = 0 \).

4. Prove that the equation
   \( (a_2 + b_2 x) \frac{d^2 y}{dx^2} + (a_1 + b_1 x) \frac{dy}{dx} + (a_0 + b_0 x) y = 0 \)
   has a particular solution of the form \( x^{\omega x} \), provided
   \( a_0 b_1 - a_1 b_0 = (a_2 b_1 - a_1 b_2) \omega \),
   and hence solve the equation, assuming this condition satisfied.
   (Schlömlich.)

5. Integrate
   \( \sin^2 x \frac{d^2 u}{dx^2} + \sin x \cos x \frac{du}{dx} = u \).

   If \( u = 0 \) when \( x = 0 \), and \( u = 1 \) when \( x = \pi \), then \( u = \frac{x}{2} - 1 \) when \( x = \frac{\pi}{2} \).

   Also solve the differential equation
   \( \frac{d^2 y}{dx^2} + y = 2y \left( 1 - \frac{n + 1}{\alpha_2} \right) \),
   determining the arbitrary constants by the conditions that \( y = a \) and \( \frac{dy}{dx} = 0 \) when \( x = 0 \).

6. The equations
   \( \frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Q y = 0 \),
   \( \frac{d^2 y}{dx^2} + P' \frac{dy}{dx} + Q' y = 0 \),
   have a solution in common; find the primitive of each, and the necessary relation between \( P, P', Q, Q' \) supposed to be functions of \( x \).

7. Prove that the equation
   \( \frac{1}{x} \frac{d^2 y}{dx^2} = \left( a - \frac{1}{3} (a + b - c), \frac{1}{3} (b - c - a), \frac{1}{3} (c - a - b) \right) \frac{1}{x - \alpha}, \frac{1}{x - \beta}, \frac{1}{x - \gamma} \)
   can be integrated by the method of § 68, provided the relation
   \( (a + \frac{1}{3})^3 + (b + \frac{1}{3})^3 + (c + \frac{1}{3})^3 = \frac{1}{3} \)
   be satisfied for some one set of signs given to the radicals.

   Find the solution when this condition is satisfied.

8. Solve the equation
   \( (x + a)^2 (x + b)^2 \frac{d^2 y}{dx^2} = k^2 y \).
where \( a, b, k \) are constants, by assuming
\[
y = (x+a)^m (x+b)^n ;
\]
and obtain the general solution.

Solve similarly the equation
\[
(\alpha + \varepsilon \varepsilon + \xi) \frac{d^2 y}{dx^2} + \frac{1}{\alpha + 2\beta + 3\varepsilon} \frac{dy}{dx} + \frac{a-b}{\alpha + \varepsilon} y = 0 ;
\]
also Ex. 1 in § 68.

9. Prove that, if \( \phi(x) \) be a particular solution of the equation
\[
\frac{d^2 \phi}{dx^2} = ax^{m-2} z, \]
then \( x^2 \phi \left( \frac{1}{x} \right) \) is a particular solution of the equation
\[
\frac{d^2 z}{dx^2} = ax^{-n-2} z.
\]
Hence solve the equation
\[
x^2 \frac{d^2 z}{dx^2} = Az.
\]

10. Prove that, if \( z = \phi(x) \) be a solution of
\[
\frac{d^2 \phi}{dx^2} = x^2 \phi \left( \frac{a \alpha + b}{cx + d} \right) \]
then \( z = (cx + d) \phi \left( \frac{a \alpha + b}{cx + d} \right) \) is a solution of
\[
(\alpha x + \beta)^2 \frac{d^2 \zeta}{dx^2} = \xi \zeta \left( \frac{a \alpha + b}{cx + d} \right),
\]
the constants \( a, b, c, d \) being connected by the relation
\[
a \beta - b \alpha = 1.
\]
Hence solve the first equation in question 8.

11. Shew how to solve the equation
\[
\frac{d^2 y}{dx^2} + \frac{A_1}{a + b \varepsilon} \frac{d^{n-1} y}{dx^{n-1}} + \frac{A_2}{(a + b \varepsilon)^2} \frac{d^{n-2} y}{dx^{n-2}} + \ldots + \frac{A_n}{(a + b \varepsilon)^n} y = X,
\]
where \( X \) is a function of \( x \) only, and \( A_1, \ldots, A_n \), are constants.

12. Integrate the equation
\[
\frac{d^2 y}{dx^2} + \frac{(2X + a) d^2 y}{dx^2} + \frac{dX}{dx} + X^2 + aX + b \right) y = 0,
\]
\( X \) being any function of \( x \).

13. Shew that, if a particular solution of the equation
\[
\frac{dy}{dx} + X_1 y^2 + X_2 = 0
\]
be known, \( X_1 \) and \( X_2 \) being functions of \( x \), the primitive can be obtained. Hence solve the equation
\[
\frac{dy}{dx} + y^2 \sin x = \frac{2 \sin x}{\cos^2 x},
\]
14. The primitive of
\[
\frac{d^2 y}{dx^2} + p \frac{dy}{dx} + qy = 0
\]
being
\[
y = Ay_1 + By_2,
\]
show that the differential equation which has for its primitive
\[
z = Ay_1^m + By_2^m
\]
is
\[
F(x) \frac{d^2 z}{dx^2} + \left( pF(x) - (m-1) \frac{dF}{dx} \right) \frac{dz}{dx}
\]
\[
+ m \left( \frac{1}{2} (m-1) \frac{d^2 F}{dx^2} + \frac{1}{2} (m-1) p \frac{dF}{dx} \right) z = 0,
\]
where
\[
F(x) = y_1 y_2.
\]
(Hermite.)

15. Given an equation
\[
\frac{d^2 y}{dx^2} + I y = 0,
\]
shew that the equation, whose integral is given by
\[
y = y_1 y_2,
\]
is
\[
\frac{d^2 u}{dx^2} + 4I \frac{du}{dx} + 2 \frac{dI}{dx} u = 0,
\]
and that the equation, whose integral is given by
\[
v = y_3 \]
is
\[
\frac{d^2 v}{dx^2} + 10 \frac{d^2 v}{dx^2} + 10 \frac{dv}{dx} + 2 \left( \frac{d^2 I}{dx^2} + 9p \right) v = 0.
\]
Account for the respective orders of these equations; and state their primitives when the primitive of the first equation is known.

16. Prove that, if \( y_1 \) and \( y_2 \) be two particular solutions of the equation
\[
\frac{d^2 y}{dx^2} + p \frac{dy}{dx} + qy = 0,
\]
the roots of \( y_1 = 0 \) and \( y_2 = 0 \) separate each other so long as both of these solutions remain continuous.
Solve the differential equations:

(i) \[ \sin^2 \theta \frac{d^2 y}{d\theta^2} + \sin \theta \cos \theta \frac{dy}{d\theta} - y = \theta - \sin \theta; \]

(ii) \[ \frac{dy}{dx} + \frac{1}{\sqrt{x \log x}} y = e^x \left( \frac{\sqrt{x}}{x} \log x \right); \]

(iii) \[ (1 + ax^2) \frac{dy}{dx} + ax \frac{dy}{dx} + y^2 = 0; \]

(iv) \[ x^2 (x^2 + a) \frac{dy}{dx} + x (2x^2 + a) \frac{dy}{dx} + 3y = 0; \]

(v) \[ \frac{d^2 y}{dx^2} - 2 \left( \frac{n - \alpha}{x} \right) \frac{dy}{dx} \left( \frac{n^2 - 3n \alpha}{x} \right) y = e^{x^2}; \]

(vi) \[ (a^2 - x^2) \frac{dy}{dx} - 8x \frac{dy}{dx} - 12y = 0; \]

(vii) \[ (3 - x) \frac{dy}{dx} - (9 - 4x) \frac{dy}{dx} + (6 - 2x) y = 0. \]

18. Solve the equation

\[ P \frac{d^2 y}{dx^2} + Q \frac{dy}{dx} - Ry = 0, \]

where \( P, Q, \) and \( R, \) are functions of \( x \) which satisfy the relation

\[ R \left( \frac{dQ}{dx} - R \right) = Q \frac{dP}{dx}. \]

When this relation is not satisfied, can the equation be solved by the introduction of a factor \( \mu \) so chosen that the new coefficients satisfy the relation?

19. Solve the equation

\[ \frac{d^2 y}{dx^2} = \frac{a - \alpha}{(2ax - x^2)^3}. \]

(Stokes.)

20. Find the form of \( \phi \) such that, if \( x = \phi (z) \) be substituted in the equation

\[ z \frac{d^2 y}{dx^2} + 2ax \frac{dy}{dx} + n^2 y = 0, \]

it will become

\[ \frac{d^2 y}{dz^2} + 3y = 0; \]

and hence solve the former equation.

21. Prove that the equation \( \frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = 0 \) can be transformed into

\[ \frac{d^2 y}{dx^2} + F(z) \frac{dy}{dx} + y \Phi (z) = 0, \]

when the relation between \( x \) and \( z \) is given by

\[ \int ds e^{-IF(s)dz} = \int ds e^{-IPdz}, \]

and \( \phi (z) \) is given by

\[ Q e^{-IPdz} = \phi (z) e^{-IF(s)dz}. \]

Hence reduce the equation \( \frac{d^2 y}{dx^2} - \frac{1}{z} \frac{dy}{dx} = x^2 y (n^2 - \epsilon^2) \) to the form

\[ \frac{d^2 y}{dx^2} + \frac{1}{z} \frac{dy}{dx} + \left( 1 - \frac{\alpha}{z^2} \right) y = 0. \]

22. Solve the equation

\[ \frac{d^2 y}{dx^2} + 2 \left( \frac{z + 3}{x^2} \right) \frac{dy}{dx} + \frac{A}{x^2} y = 0, \]

where \( A \) and \( B \) are constants.

Verify that the equation

\[ \frac{d^2 y}{dx^2} + 2 \left( \frac{z + 3}{x^2} \right) \frac{dy}{dx} + \frac{1}{x^2} y = 0 \]

is transformable into the foregoing equation by the substitution

\[ x = \sin \left( \text{arc tan } z \right), \]

provided

\[ B^2 = 4A^2 - 4A + \mu; \]

and find the relation between \( y \) and \( z. \) Hence solve the second equation.

23. By transforming the dependent variable from \( y \) to \( x, \) solve the equation

\[ P \frac{d^2 y}{dx^2} - \frac{dP}{dx} \frac{dy}{dx} = a^2 P^2 y. \]

Hence solve the equation

\[ \frac{d^2 y}{dx^2} + 2 \left( \frac{z + 3}{x^2} \right) \frac{dy}{dx} + \frac{1}{x^2} y = 0, \]

(Stokes.)

24. Prove that the primitive of the equation

\[ \frac{d^2 y}{dx^2} - \frac{5}{4a} \left( \frac{dy}{dx} \right)^3 + \frac{3}{2} y^3 = 0, \]

where \( \sigma \) is the Schwarzian derivative of \( y \) with regard to \( x, \) is

\[ y (A + B'x + C'x^2) = A + Bx + Cx^2; \]

and shew that this is also the primitive of

\[
\begin{align*}
| y_1, 2y_1, 3y_1 & = 0, \\
y_4, 4y_4, 6y_4 & \\
y_6, 5y_6, 10y_6 & \\
\end{align*}
\]

where \( y_1, y_2, \ldots \) are the first, second, ..., differential coefficients of \( y. \)
25. Prove that the primitive of the equation
\[ \{s, x\} = 0 (a - \beta\}^2 (x - a)^{-2} (x - \beta)^{-2} \]
is
\[ \frac{as + b}{cs + d} = \frac{(x - a)}{(x - \beta)}, \]
where \( n = 1 - 2c \). Discuss the case in which \( c \), supposed constant, is equal to \( \frac{1}{2} \).

26. The arc of a plane curve measured from a fixed point \( A \) up to a point \( P \), whose rectangular coordinates are \( x \) and \( y \), is denoted by \( s \); obtain the general Cartesian equations of the curves for which the following equations respectively hold:

(i) \( s = (x^2 + y^2)^{\frac{3}{2}} \); 
(ii) \( s = c \tan \left( \frac{y}{x} \right) \); 
(iii) \( \frac{dy}{dx} = c \frac{dx}{ds} \); 
(iv) \( s = c \frac{dy}{dx} \); 
(v) \( \frac{ds}{dx} + 3y \frac{dy}{dy} = 0 \); 
(vi) \( s = (x^2 + 2z)^{\frac{3}{2}} \); 
(vii) \( s = (y^2 + mx^2)^{\frac{3}{2}} \).

27. Find the general differential equation of all parabolas touching the axes and having their chord of contact of constant length. Solve the equation obtained.

Obtain also the differential equation of all parabolas touching the axes.

28. Show that the differential equation of a general conic is
\[ \frac{d^2 y}{dx^2} \left( \frac{d^2 y}{dx^2} - \frac{1}{2} \right) = 0, \]
and of a general parabola is
\[ \frac{d^2 y}{dx^2} \left( \frac{d^2 y}{dx^2} - \frac{1}{2} \right) = 0. \]
(Monge and Halphen.)

29. Find (i) the curve in which the radius of curvature is proportional to the arc measured from a fixed point; (ii) the curve in which the product of the perpendiculars from two fixed points on the tangent is constant; (iii) the curve which has an evolute similar to itself.

30. Find a differential equation of the first order of the curve, whose radius of curvature is equal to \( n \) times the normal; and show that it is always integrable when \( n \) is an integer. In particular, show that when \( n = 2 \) the curve is a cycloid, when \( n = 1 \) a circle, when \( n = -1 \) a catenary, and when \( n = -2 \) a parabola.

31. Show that the system of curves, cutting a system of confocal ellipses at a constant angle \( \alpha \) other than right, is given by
\[ x = e \cos \phi \cosh n (\lambda + \phi), \quad y = e \sin \phi \sinh n (\lambda + \phi), \]
where \( 2e \) is the distance between the foci and \( n \) is tan \( \alpha \).
(Mainardi and Mukhopadhyay.)

32. Obtain the orthogonal trajectories of the curves
(i) \( x^2 + y^2 = cx \); 
(ii) \( x^2 + y^2 + c^2 = 1 + 2cxy \); 
(iii) \( x^2 + y^2 = 3axy \); 
(iv) \( r^2 = e^2 \); 
in the last \( r \) and \( r' \) are the distances from two fixed points.

33. The curve, for which the ordinate and the abscissa of the centre of gravity of the area included between the ordinates \( x = a \) and \( x = x \) are in the same ratio as the bounding ordinate \( y \) and the abscissa \( x \), is given by the equation
\[ \frac{dx}{x} - \frac{dy}{y} = 1. \]

34. The curve whose polar equation is \( \rho = m \cos m \theta = a^m \) rolls on a fixed straight line. Assuming that straight line to be the axis of \( x \), show that the locus of the curve described by the pole in the rolling curve will have for its equation
\[ dx = \left( \frac{2m}{m - 1} - 1 \right)^{-\frac{1}{2}} dy. \]
In particular, show that, when \( 2m = 1 \), the described curve is a catenary; when \( m = 2 \), the described curve is an elastica.
(Frenet.)
CHAPTER V

INTEGRATION IN SERIES

83. It may happen that a differential equation, the solution of which is required, comes under none of the preceding classes which are all of some particular form, and therefore that the methods applicable to these fail. Recourse can then be had to approximation, in order to obtain the value of the dependent variable. The form of approximation which is most frequently adopted is that derived from converging series; by retaining a large number of terms the error can be made small, and the series may be considered to represent the value of the variable. That this method is a priori justifiable may be seen as follows.

The given equation is a relation between the successive differential coefficients of \( y \) and may be considered as giving the one of highest order in terms of those of lower orders; thus if it were of the second order, it would give \( \frac{d^2y}{dx^2} \) in terms of \( \frac{dy}{dx} \) and \( y \). When differentiated once, it would give \( \frac{d^3y}{dx^3} \) in terms of \( \frac{d^2y}{dx^2}, \frac{dy}{dx}, \) and \( y \), that is, in terms of \( \frac{dy}{dx} \) and \( y \), since \( \frac{d^2y}{dx^2} \) is expressible in terms of these two, and so for each of the differential coefficients of higher order, which can thus be expressed in terms of \( \frac{dy}{dx} \) and \( y \). But the differential equation will not give any relation between \( \frac{dy}{dx} \) and \( y \), which are thus independent of one another. Suppose now that a value \( a \) be assigned to \( x \) and that for this value of \( x \) we make \( y = A \) and \( \frac{dy}{dx} = B \), which constants are, in general, arbitrary; then the equations derived by successive differentiation furnish the values for \( x = a \) of the differential coefficients of \( y \) of successive orders. Let these be denoted by \( C, D, E, \ldots \). Now if the value of \( y \) be \( \phi(x) \), which we assume is a function expansible by Taylor's theorem in a converging series of ascending powers of \( x - a \), we have

\[
\phi(x) = \phi(a + (x - a))
\]

\[
= \phi(a) + (x - a) \frac{d\phi(a)}{dx} + \frac{(x - a)^2}{2!} \frac{d^2\phi(a)}{dx^2} + \frac{(x - a)^3}{3!} \frac{d^3\phi(a)}{dx^3} + \ldots,
\]

where \( \frac{d\phi(a)}{dx} \) stands for the value of \( \frac{d\phi(x)}{dx} \), when \( a \) is written for \( x \) after differentiation. Inserting now for the various coefficients their values, we obtain

\[
y = \phi(x) = A + B(x - a) + C \frac{(x - a)^2}{2!} + D \frac{(x - a)^3}{3!} + \ldots.
\]

This series, if it converges, is a solution of the given equation.

It should be remarked that, for some particular value of \( x \), the differential equation may determine the coefficient of highest order but one of lower order. Thus the equation

\[
\frac{d^2y}{dx^2} + \frac{2n}{x} \frac{dy}{dx} - m^2 y = 0
\]

would for values of \( x \) other than zero determine \( \frac{dy}{dx} \), but for \( x = 0 \) would give \( \frac{dy}{dx} = 0 \), if we consider infinite values of any coefficient excluded.

The foregoing method and another, which is in practice substituted for it and which will be explained in the next article, are almost impracticable in the case of equations which neither are linear nor can be transformed so as to become linear; for such equations, the determination of more than the first few terms of the expansion often entails great labour.
Ex. 1. Let us apply the foregoing method to the equation
\[ \frac{d^2y}{dx^2} + xy = 0. \]

When differentiated \(n\) times, the equation gives
\[ \frac{d^{n+2}y}{dx^{n+2}} + x \frac{d^ny}{dx^n} + \frac{d^{n-1}y}{dx^{n-1}} = 0; \]
and therefore, when \(x = 0\),
\[ \frac{d^{n+2}y}{dx^{n+2}} = -n \frac{d^{n-1}y}{dx^{n-1}}. \]

Now the given equation leaves \(y\) arbitrary, say \(A\), and \(\frac{dy}{dx}\) arbitrary, say \(B\), when \(x = 0\); but \(\frac{d^2y}{dx^2} = 0\). Hence we have
\[ \frac{d^{n+2}y}{dx^{n+2}} = -3p \frac{d^{n-1}y}{dx^{n-1}} = 3p(3p - 3) \frac{d^{n-4}y}{dx^{n-4}} = (-1)^{p} 3p(3p - 3). \ldots 6. 3 \frac{d^2y}{dx^2} = 0; \]

similarly
\[ \frac{d^{n+1}y}{dx^{n+1}} = (-1)^{p} (3p - 1)(3p - 4). \ldots 5. 2 \frac{dy}{dx} = (-1)^{p} (3p - 1)(3p - 4). \ldots 5. 2 B; \]
and
\[ \frac{d^2y}{dx^2} = (-1)^{p} (3p - 2)(3p - 5). \ldots 4. 1. y_0 = (-1)^{p} (3p - 2)(3p - 5). \ldots 4. 1. A. \]

The expansion of \(y\) is, by Maclaurin's theorem,
\[ y = y_0 + x \frac{dy}{dx} + \frac{x^2}{2!} \frac{d^2y}{dx^2} + \frac{x^3}{3!} \frac{d^3y}{dx^3} + \frac{x^4}{4!} \frac{d^4y}{dx^4} + \ldots \]
\[ = A \left[ 1 - \frac{1}{3} x^2 + \frac{1.4}{6} x^3 - \frac{1.4.7}{6} x^4 + \ldots \right] + Bx \left[ 1 - \frac{2}{41} x^3 + \frac{3.5}{71} x^4 - \frac{2.5.8}{101} x^5 + \ldots \right]. \]

This expression is the sum of two converging series. It contains two arbitrary constants, and is thus the primitive of the equation.

Ex. 2. Solve
(i) \(x \frac{d^2y}{dx^2} + 2 \frac{dy}{dx} + 3x^2y = 0; \)
(ii) \(\frac{d^2y}{dx^2} + ax^2y = 0. \)

Ex. 3. Obtain an integral of the equation
\[ x \frac{d^2y}{dx^2} + \frac{dy}{dx} + my = 0 \]
in the form
\[ y = A \left[ \frac{mx}{1^2}, \frac{m^2x^2}{1^2, 2^2}, \frac{m^3x^3}{1^2, 2^2, 3^2}, \ldots \right]. \]

84. The preceding investigation shows that, by means of the differential equation, and by the expansion of a function in terms of the independent variable as given in Taylor's or in Maclaurin's theorem, an expression in the form of a series can be obtained for the dependent variable; but, instead of working through what is sometimes a troublesome process, it is convenient to accept the principle that a series can be obtained, and so to assume for \(y\) some series arranged according to powers of \(x\) with indeterminate coefficients and indices. This series is then substituted for the dependent variable in the differential equation; as it is to be a solution of that equation, it must make the equation an identity. A comparison of the indices of the independent variable will shew the law of their progression; and a comparison of the coefficients of the different terms involving the same powers of the variable will give the required relations between the coefficients in the expression assumed. The latter will then, for such values of the independent variable as leave the series converging, be a solution.

85. As the method just indicated is really equivalent to the earlier one, it is not better suited to the solution of non-linear equations; but much labour is saved by it when the differential equation to be solved is linear. One of the most important forms to which it is specially applicable is that which may be written
\[ \left\{ \phi \left( x \frac{d}{dx} \right) + \frac{1}{x} \psi \left( x \frac{d}{dx} \right) \right\} y = 0, \]
where \(\phi\) and \(\psi\) are polynomial functions of their argument. To solve this equation, assume
\[ y = A_1 x^{m_1} + A_2 x^{m_2} + A_3 x^{m_3} + \ldots, \]
where \(m_1, m_2, m_3, \ldots\) are exponents in ascending order of magnitude; since
\[ \phi \left( x \frac{d}{dx} \right) x^n = \phi (n) x^n, \]
the equation, when the value of \( y \) is substituted in it, gives
\[
A_1\phi(m_1)x^{m_1} + A_2\phi(m_2)x^{m_2} + \ldots
+ A_1\psi(m_1)x^{m_1-1} + A_2\psi(m_2)x^{m_2-1} + \ldots = 0.
\]

In this equation, \( m_1 - 1 \) is the lowest exponent and it occurs in only a single term; as the left-hand side is to vanish identically, this term must disappear, and therefore
\[
A_1\psi(m_1) = 0;
\]
or, since \( A_1 \) is a coefficient of a term actually occurring and so is not zero, we must have
\[
\psi(m_1) = 0.
\]

A comparison of the indices of the remaining terms shows that
\[
m_2 = m_2 - 1, \quad \ldots \quad m_2 = m_2 + 2,
\]
and so on; while a comparison of the coefficients of terms involving the same indices gives
\[
A_1\phi(m_1) + A_2\phi(m_2) = 0,
\]
\[
A_1\phi(m_2) + A_2\phi(m_3) = 0,
\]
and so on. Take now any value of \( m_3 \) as given by the equation \( \psi(m_3) = 0 \), say \( m_3 = a \); as \( A_1 \) is quite arbitrary, denote it by \( A \). The remaining coefficients are given by
\[
A_2 = -\frac{\phi(a)}{\psi(a+1)}A,
\]
\[
A_3 = -\frac{\phi(a+1)}{\psi(a+2)}A + \frac{\phi(a)\phi(a+1)}{\psi(a+1)\psi(a+2)}A,
\]
and so for the higher coefficients; the corresponding value of \( y \) is thus
\[
A_2x^a\left[1 - \frac{\phi(a)}{\psi(a+1)}x^{a+1} + \frac{\phi(a)\phi(a+1)}{\psi(a+1)\psi(a+2)}x^{a+2} - \frac{\phi(a)\phi(a+1)\phi(a+2)}{\psi(a+1)\psi(a+2)\psi(a+3)}x^{a+3} + \ldots\right].
\]

The expressions connected with the other roots may be similarly obtained; and as the equation is linear, the sum of all these values of \( y \) is a solution.

Of this general form the most important example is that equation which has for a solution the series known as the hypergeometric series; it is discussed in full detail in the next chapter.

**Ex. 1.** Prove that the primitive of the equation
\[
\frac{d^2y}{dx^2} + \frac{2n}{x} \frac{dy}{dx} + my = 0
\]
is given by
\[
y = A \left[1 - \frac{m_2^2}{2(2n+1)} + \frac{m_2^2}{2(2n+1)(2n+3)} - \ldots\right] + Bx^{1-2n} \left[1 - \frac{m_2^2}{2(3-2m)} + \frac{m_2^2}{2(3-2m)(3-2m-2)} - \ldots\right].
\]

**Ex. 2.** In the case where \( 2n = 1 \), the separate parts involving the arbitrary constants in the preceding example become the same, each being
\[
1 - \frac{m_2^2}{2} + \frac{m_2^2 x^2}{2} + \ldots
\]
If this be denoted by \( v \), and \( y - wy = w \), where \( u \) and \( w \) are to be determined, we have on substituting, since \( v \) is a solution of the original equation,
\[
\frac{d^2w}{dx^2} + \frac{1}{x} \frac{dw}{dx} + mw + v \left(\frac{d^2u}{dx^2} + \frac{1}{x} \frac{du}{dx}\right) + \frac{du}{dx} = 0.
\]
As there are two quantities \( u \) and \( w \), we may assign any one condition we please; let this be
\[
\frac{d^2u}{dx^2} + \frac{1}{x} \frac{du}{dx} = 0.
\]
The value of \( u \) hence derived is \( A + B \log x \), and thus
\[
\frac{d^2w}{dx^2} + \frac{1}{x} \frac{dw}{dx} + mw + \frac{2B}{x} \frac{dw}{dx} = 0,
\]
or
\[
\frac{d^2w}{dx^2} + \frac{1}{x} \frac{dw}{dx} + mw = 2Bm \left[\frac{m_2^2}{2} + \frac{m_2^2 x^2}{2} + \frac{m_2^2 x^4}{2} + \frac{m_2^2 x^6}{2} + \frac{m_2^2 x^8}{2} + \ldots\right].
\]
The value of \( y \) is now
\[
v(A + B \log x) + w,
\]
and therefore contains two arbitrary constants, the total number necessary for the primitive; hence we require only a particular integral of the equation in \( w \). To obtain this, write
\[
w = B' + B_1 x + B_2 x^2 + B_3 x^3 + B_4 x^4 + \ldots;
\]
then
\[
\frac{d^2w}{dx^2} + \frac{1}{x} \frac{dw}{dx} = B_1 + 2B_2 x + 3B_3 x^2 + \ldots + n^2 B_n x^{n-2} + \ldots.
\]
Substituting and equating coefficients of different powers of \( x \), we have from the
coefficient of \( x^{-1} \)...
\[ B_1 = 0; \]
\[ x^0 \quad \cdots \quad mB + 2x^2B = Bm; \]
\[ x^1 \quad \cdots \quad 3B + mB = 0; \]
\[ x^{2n-1} \quad \cdots \quad (2n+1)B_{2n+1} + mB_{2n-1} = 0; \]
\[ x^2 \quad \cdots \quad A^2B + mB = \frac{Bm^2}{2}; \]
\[ x^{2n-2} \quad \cdots \quad (2n-1)B_{2n} + mB_{2n-2} = (-1)^{n-1} \frac{Bm^n}{2.4.6...2n}. \]

These equations give
\[ B_1 = 0 = B_3 = \ldots = B_{2n-1} = \ldots; \]
so that no terms involving odd powers of \( x \) occur in \( w \). For the coefficients of
even powers, we have
\[ B_2 = B \frac{m^2}{4} - B' \frac{m^2}{4}; \]
\[ B_4 = -B \frac{m^6}{4} - B' \frac{m^6}{4}; \]
\[ B_6 = B \frac{m^8}{2.4.6} - B' \frac{m^8}{2.4.6}; \]
\[ B_8 = B \frac{m^{10}}{2.4.6} - B' \frac{m^{10}}{2}; \]
and, generally,
\[ B_{2n} = (-1)^{n-1}B \frac{m^{2n}}{2.4.6...2n} \left( \frac{1}{2n-1} + \frac{1}{2n-3} + \ldots + \frac{1}{3} + 1 \right) + B' \frac{m^{2n}}{2.4.6...2n}. \]

Hence the value of \( y \) is
\[ (A + B \log x) \left[ 1 - \frac{m^2x^4 + m^2x^6 - m^2x^8 + \ldots}{2^2.4^2.6^2...2n^2} \right] \]
\[ + B' \left[ 1 - \frac{m^2x^4 + m^2x^6 + m^2x^8 + \ldots}{2^2.4^2.6^2...2n^2} \right] \]
\[ + B \sum_{n=1}^{\infty} \frac{(-1)^{n-1}m^{2n}}{2.4.6...2n^2} \left( \frac{1}{n} + \frac{1}{n-1} + \ldots + \frac{1}{3} + 1 \right). \]

As \( B' \) is undetermined, there are apparently three arbitrary constants. But it will be seen that the expression multiplied by \( B' \) is the same as that multiplied by \( A \); and therefore these two constants coalesce into one new
arbitrary constant \( A' \), which takes the place of \( A + B' \).

Ex. 4. Integrate in series, and express in a finite form, the primitives of the following equations:

(i) \( (1 - a^2) \frac{dy}{dx} + a^2y = 0; \)

(ii) \( (x - a^2) \frac{dy}{dx} + (1 - 3a^2) \frac{dy}{dx} - xy = 0. \)

86. There are two special cases which occur in the integration of some differential equations. They owe their origin to the same cause, but they require to be dealt with separately.

As an example of one of them, let us recur to the series obtained as a solution of the equation
\[ \psi \left( \frac{d}{dx} \right) + \frac{1}{x} \psi \left( \frac{d}{dx} \right) \psi = 0, \]
which was
\[ A \frac{\psi (a+1)}{\psi (a+2)} - \frac{\phi (a)}{\psi (a+1)} \frac{\psi (a+2) - \phi (a+1)}{\psi (a+2)} \psi - \ldots \]

the constant \( a \) being some root of the equation
\[ \psi (m) = 0. \]

This equation will usually have more than one root; let some other root be denoted by \( b \). Then, in the case when \( b \) is greater than \( a \) by some integer \( k \), the solution in the form above adopted ceases to be available; for in the denominator of the coefficient of \( x^k \) within the bracket there occurs the factor \( \psi (a+k) \) or \( \psi (b) \) which is zero, so that, unless there be a zero factor in the numerator, the coefficient apparently becomes infinite.

When such a zero factor does not occur in the numerator, we must recur to the fundamental equations from which the series was derived. These are
\[ A_1 \phi (a) + A_2 \psi (a + 1) = 0, \]
\[ A_3 \phi (a + 1) + A_4 \psi (a + 2) = 0, \]
\[ A_5 \phi (a + k - 1) + A_{k+1} \psi (a + k) = 0. \]

Now since \( \psi (a + k) \) vanishes and \( A_{k+1} \) is not infinite, being a coefficient in a series supposed converging, it follows that either \( A_k \) or \( \phi (a + k - 1) \) is zero. Rejecting the latter on account of the hypothesis that no zero factor occurs in the numerator, we have \( A_k = 0 \), and thence from the preceding equations we find that all the coefficients \( A_1, A_2, \ldots, A_{k-1} \), are zero. Hence the part of the series which precedes the term \( x^k \) inside the bracket is, on account of its coefficients, evanescent, and the series actually must begin with the term \( Cx^{a+k} \); that is, with \( Cx^k \); and this will be the series derived from the root \( b \) of the equation \( \psi (m) = 0 \). One of the particular solutions has thus disappeared; but to obtain one in its place, we may proceed as in Ex. 2 in § 85. Denoting by \( v \) the one which remains and has absorbed the other, we may write

\[ y = uv + w, \]

and, after substitution, assign some one relation which shall serve to determine \( u \) and \( w \) and render the differential equation easier to solve; this relation will usually be determined by the special form of the equation.

**Ex. 1.** Consider the differential equation

\[ x^2 \frac{d^2 y}{dx^2} - (x^2 + 4x) \frac{dy}{dx} + 4y = 0. \]

Substituting \( y = A x^m + A_1 x^{m+1} + A_2 x^{m+2} + \ldots \) which is easily seen to be the necessary form, we find as the equation determining \( m \)

\[ m(m-1) - 4m + 4 = 0, \]

that is,

\[ (m-1)(m-4) = 0. \]

Hence \( a = 1 \) and \( b = 4 \), so that the roots differ by an integer. It will be found that, on taking the root \( m = 1 \), the equation is of the form discussed and that the terms up to, but exclusive of, \( x^4 \) disappear; while the series derived from the root \( m = 4 \) in \( A x^a x^k \).

Complete the solution.

**Ex. 2.** Solve

\[ x^2 \frac{d^2 y}{dx^2} + x(1+x) \frac{dy}{dx} + (3x-1)y = 0. \]

87. We now proceed to consider the other special case. Hitherto it has been assumed that no vanishing factor occurred in the numerator; and the result of the necessary alternative was indicated. But a vanishing factor may occur in the numerator of some of the coefficients of the terms within the bracket, either in that term in which there is a vanishing factor in the denominator, or in an earlier term. In the latter event, all the terms which do not have a vanishing factor in the denominators of the respective coefficients disappear; and if such a factor never occurs in a later term, the series will end at the term next before the first which contains that vanishing factor in the numerator, and the solution will thus be expressed in a finite form. But some vanishing factor may appear in the denominator of a later term, and the coefficient of this term will then take the indeterminate form \( 0/0 \), while the intervening terms will disappear; and all the terms after this will contain this indeterminate coefficient. The series will then be of the form

\[ Ax^a + Bx^{a+1} + \cdots + Fx^{a+f} + 0 (Kx^{a+k} + Lx^{a+k+1} + \cdots), \]

where \( k - 1 \) is not less than \( f \). This may be written

\[ A \left( x^a + \frac{B}{A} x^{a+1} + \cdots + \frac{F}{A} x^{a+f} \right) + M \left( x^{a+k} + \frac{L}{K} x^{a+k+1} + \cdots \right), \]

where \( A \) is arbitrary, and \( B/A, \ldots, F/A \), are determinate; \( M \), being equal to \( K \times 0/0 \), is arbitrary (on account of the indeterminateness of \( 0/0 \)) and \( L/K, \ldots \) are determinate. This series is a solution of the corresponding differential equation; it therefore will be a solution when a particular value is substituted for the arbitrary constant; hence

\[ A \left( x^a + \frac{B}{A} x^{a+1} + \cdots + \frac{F}{A} x^{a+f} \right), \]

obtained by writing \( M = 0 \), is a solution. In such a case there is therefore a solution of the equation expressible in a finite form.

**Ex. 1.** Consider as an example

\[ x^2 \frac{d^2 y}{dx^2} + (x+x^2) \frac{dy}{dx} + (x-9) y = 0. \]

When we write

\[ y = Ax^m + Bx^{m+1} + \ldots, \]
the equation to determine \( m \) is
\[
m^2 - 9 = 0,
\]
and therefore
\[
m = -3 \text{ or } +3.
\]
For the root \(-3\), it is not difficult to obtain the series
\[
Ax^{-3} \left[ 1 - \frac{2}{5} x + \frac{2}{5} \frac{x^2}{2} + \text{terms in } x^3, x^4, x^5 \text{ which vanish} \right]
\]
\[
+ Ax^{-3} \left[ \frac{-2}{5} - \frac{1}{5} \frac{0.1.2.3}{2} \frac{x^5}{5} - \frac{2}{5} - \frac{1}{5} \frac{0.1.2.3}{2} \frac{x^8}{8} + \ldots \right].
\]
Write \( M \) instead of
\[
- \frac{2}{5} - \frac{1}{5} \frac{0.1.2.3}{2} \frac{x^5}{5} - \frac{2}{5} - \frac{1}{5} \frac{0.1.2.3}{2} \frac{x^8}{8} A;
\]
then the series is
\[
Ax^{-3} \left[ 1 - \frac{2}{5} x + \frac{2}{5} \frac{x^2}{2} \right]
\]
\[
+ Mx^3 \left[ \frac{4}{5} x + \frac{4.5}{(4^2 - 3^2)(5^2 - 3^2)} x^5 - \frac{4.5.6}{(4^2 - 3^2)(5^2 - 3^2)(6^2 - 3^2)} x^7 + \ldots \right],
\]
thus verifying the theorem that one solution of the equation is expressible in a finite form.

**Ex. 2.** Verify the general theorem in the case of the equation
\[
x^2 \frac{d^2 y}{dx^2} + x(1 + 2x) \frac{dy}{dx} = 4y.
\]

**Ex. 3.** Solve the equation
\[
\frac{d^2 y}{dx^2} + (q - 2m) \frac{dy}{dx} + \left( m^2 - qm - \frac{9}{4} \right) y = 0.
\]

Further illustrations of these special cases will occur later, and they need not therefore now be considered in greater detail; various other matters arise which will be discussed in connection with special equations. Thus it has not been stated that a series must always proceed in ascending or in descending powers of the independent variable; but the comparison of the terms in the differential equation after the expression for the dependent variable has been therein substituted will indicate the nature of the series. In the case when one of the solutions becomes evanescent one method has been pointed out, which will be useful for supplying the deficiency thus caused; another will be indicated below. In fact, the difficulties that arise are usually connected with special equations and not with the general equation; and therefore some special equations will be considered. Of equations of a particular form, there are four which reckon as the most important among those included in the class solvable by means of series; they are:

First, the differential equation of the hypergeometric series which will be discussed separately in the next chapter;

Second, Legendre's equation;

Third, Bessel's equation;

Fourth, Riccati's equation.

The last three of these will now be discussed in order. It must of course be understood that what is carried out here is merely the complete solution of the differential equations. There is no attempt at an exhaustive investigation of the properties of the respective functions determined by the dependent variables.

**Legendre's Equation.**

**89.** This differential equation is
\[
(1 - x^2) \frac{d^2 y}{dx^2} - 2x \frac{dy}{dx} + n(n + 1) y = 0,
\]
or, what is the same equation,
\[
\frac{d}{dx} \left( (1 - x^2) \frac{dy}{dx} \right) + n(n + 1) y = 0,
\]
in which the quantity \( n \) is a constant. The equation is one which frequently occurs in investigations connected with questions in most of the branches of applied mathematics; in these cases, \( n \) is usually, but not always, a positive integer. The equation is one of the second order, and has therefore two independent particular solutions; and every other particular solution can be expressed in terms of these two. It will be found that the form of these fundamental particular solutions is different in the two cases when \( n \) is, and when \( n \) is not, a positive integer.

We proceed to obtain these solutions. In accordance with the general method of integration by series, we write
\[
y = A_1 x^{m_1} + A_2 x^{m_2} + A_3 x^{m_3} + \ldots,
\]
and substitute this value of $y$. Then we have
\[
\frac{d}{dx} \left( \left( x^2 - 1 \right) \left( m_1 A_1 x^{m_1} + m_2 A_2 x^{m_2} + \ldots \right) \right)
\]
\[
= m_1 (m_1 + 1) A_1 x^{m_1 - 1} - m_1 (m_1 - 1) A_1 x^{m_1 - 2}
+ m_2 (m_2 + 1) A_2 x^{m_2 - 1} - m_2 (m_2 - 1) A_2 x^{m_2 - 2} \quad \ldots \ldots \quad ;
\]
and this must be an identity. An inspection of the equation shows that, so far as powers of $x$ are concerned, we have
\[
m_2 = m_1 - 2,
\]
\[
m_3 = m_2 - 2,
\]
\[
\ldots \ldots \ldots \ldots \ldots
\]
or the series must be one in descending powers of $x$; we therefore now assume that $m_1, m_2, m_3, \ldots$ are arranged in descending order of magnitude, their common difference being 2. A comparison of coefficients of the same powers of $x$ gives, for those of $x^{m_1}$,
\[
[m_1 (m_1 + 1) - n (n + 1)] A_1 = 0,
\]
or
\[
(m_1 - n) (m_1 + n + 1) A_1 = 0.
\]

Now $A_1$ is not zero, being the coefficient of the highest term in $y$; hence either
\[
m_1 = n,
\]
or
\[
m_1 = -(n + 1).
\]
The relation between the coefficients of consecutive terms arises from equating the coefficients of $x^{m_r - 2r + 2}$ on the two sides; it is, for values of $r$ greater than unity,
\[
n (n + 1) A_r = (m_1 - 2r + 2) (m_1 - 2r + 3) A_r
- (m_1 - 2r + 4) (m_1 - 2r + 3) A_{r-1},
\]
and this gives
\[
(n - m_1 + 2r - 2) (n + m_1 - 2r + 3) A_r
= - (m_1 - 2r + 4) (m_1 - 2r + 3) A_{r-1}.
\]

90. Consider first the solution corresponding to
\[
m_1 = n.
\]
The highest term is then $A_1 x^n$; and the relation between the successive $A$'s is
\[
(2r - 2) (2n - 2r + 3) A_r = -(n - 2r + 4) (n - 2r + 3) A_{r-1},
\]
so that
\[
A_r = -\frac{(n - 2r + 4) (n - 2r + 3)}{2 (r - 1) (2n - 2r + 3)} A_{r-1}
\]
\[
= (-1)^{r-1} \frac{n (n-1) (n-2) \ldots (n-2r+4) (n-2r+3)}{2^{r-1} 1.2.3 \ldots (r-1) (2n-1) (2n-3) \ldots (2n-2r+3)} A_1,
\]
and therefore the series becomes
\[
A_1 \left\{ x^n - \frac{n (n-1) (n-2) \ldots (n-2r+4) (n-2r+3)}{2^{r-1} 1.2.3 \ldots (r-1) (2n-1) (2n-3) \ldots (2n-2r+3)} x^{n-2r+3} + \ldots \right\}.
\]

Let the series within the bracket be denoted by $y$, which is therefore a particular solution. When $n$ is a positive integer, the series is finite. When $n$ is even, the last term is
\[
(-1)^{\frac{n}{2}} \frac{n (n-1) (n-2) \ldots 2 \cdot 1}{2.4 \ldots (n-2) (2n-1) (2n-3) \ldots (n+1)}
\]
or, what is the same thing,
\[
(-1)^{\frac{n}{2}} \frac{n! \cdot (n-1)!}{\frac{1}{2} n! \cdot \frac{1}{2} n! \cdot 2n!}
\]
while, when $n$ is uneven, the last term is
\[
(-1)^{\frac{n}{2}} \frac{n (n-1) (n-2) \ldots 3 \cdot 2}{2 \cdot 4 \ldots (n-3) (n-1) (2n-1) (2n-3) \ldots (n+4) (n+2)} x^r,
\]
or, what is the same thing,
\[
(-1)^{\frac{n}{2}} \frac{n! \cdot (n-1)!}{\frac{1}{2} (n-1)! \cdot \frac{1}{2} (n+1)! \cdot (2n-1)!} x^r.
\]
The numbers of terms in the two cases are respectively $\frac{1}{2} n + 1$ and $\frac{1}{2} (n+1)$.

When $n$ is an integer, $2n$ is an even integer, and therefore a zero factor can never enter into the denominator in this case; thus the series considered will never come under the class considered in § 87 which yields two solutions.
The series \( y_n \), multiplied by
\[
\frac{2n!}{2^n \cdot n! \cdot n!}
\]
\( n \) being a positive integer, is usually denoted by \( P_n \), and sometimes is called a Zonal Harmonic. This function is an extremely important one in physical applications.

**Ex. 1.** Verify that
\[
P_n = \frac{2^n}{2^n \cdot n! \cdot n!} \left( x^2 - 1 \right)^n.
\]

**Ex. 2.** Show that \( P_n \) is the coefficient of \( x^n \) in the expansion in ascending powers of \( x \) of \( (1 - 2x + x^2)^{-\frac{1}{2}} \).

Hence show that \( \psi = (1 - 2x + x^2)^{-\frac{1}{2}} \) is a solution of the equation
\[
\frac{d^2 \psi}{dx^2} + \frac{\psi}{(1 - x^2) \frac{d \psi}{dx}} = 0.
\]

**Ex. 3.** Prove that the roots of the equation \( y_n = 0 \) are all real and numerically less than unity.

**Ex. 4.** Prove that the sum of the coefficients in \( P_n \) with their proper signs is unity.

**Ex. 5.** Obtain the equations

(i) \( nP_n = (2n - 1)xP_{n-1} - (n - 1)P_{n-2}; \)

(ii) \( (x^2 - 1) \frac{dP_n}{dx} = nPx - nP_{n-1}; \)

(iii) \( \frac{dP_n}{dx} - \frac{dP_{n-1}}{dx} = (2n - 1)P_{n-1}. \)

**Ex. 6.** Prove that
\[
P_n = \frac{1}{\pi} \int_0^\infty [x \pm (x^2 - 1)^{\frac{3}{2}} \cos \theta]^{n-1}d\theta,
\]
\[
P_n = \frac{1}{\pi} \int_0^\infty [x \pm (x^2 - 1)^{\frac{3}{2}} \cos \phi]^{n-1}d\phi.
\]

**Ex. 7.** Show that
\[
\int_{-1}^1 P_n(x) P_m(x) dx = \begin{cases} 0, & \text{when } m \text{ and } n \text{ are different positive integers;} \\ \frac{2^n}{2n+1}, & \text{and that}; \\ \frac{2^n}{2n+1}; 
\end{cases}
\]

In the case when \( n \) is not a positive integer, the series \( y_n \) proceeds to infinity; and for convergence, it is necessary that \( x \) should be greater than unity. But in particular when \( 2n \) is equal to some positive odd integer, say \( 2r - 1 \), then the coefficient of \( x^{n-r} \) has a zero factor in the denominator, and no zero factor occurs in the numerator either of that term or of any subsequent term; hence (by § 86) the terms whose indices are higher than \( n - 2r \) do not exist in this solution of the differential equation, which will therefore begin with \( x^{n-r} \) multiplied by some new arbitrary constant. But since \( 2n = 2r - 1 \), therefore \( n - 2r = - (n + 1) \), or the solution degenerates into an infinite series of descending powers of \( x \) beginning with \( x^{-(n+1)} \). To the consideration of this solution we therefore proceed.

91. We take now the second solution of the equation determining the value of \( m \); this is \(- (n + 1) \), so that the term with highest index may be taken to be \( A_r x^{-(n+1)} \). The relation between the successive coefficients is
\[
(2n + 2r - 1)(2r - 2) A_r = (n + 2r - 3)(n + 2r - 2) A_{r-1}
\]
for values of \( r \) greater than unity; and therefore
\[
A_r = \frac{(n + 1)(n + 2) \ldots \ldots (n + 2r - 2)}{2r - 1} A_{r-1}.
\]

so that the series is
\[
A_r \left\{ x^{-(n+1)} + \frac{(n + 1)(n + 2)}{2(2n + 3)} x^{-(n+1)} + \frac{(n + 1)(n + 2)(n + 3)(n + 4)}{4(2n + 3)(2n + 5)} x^{-(n+1)} + \ldots \right\}.
\]

Let the series within the bracket be denoted by \( y_n \), which is a particular solution; the series \( y_n \) multiplied by
\[
\frac{2^n, n!}{(2n + 1)!},
\]
\( n \) being a positive integer, is usually denoted by \( Q_n \). For convergence, it is necessary that \( x \) should be greater than unity. This function \( Q_n \), like the function \( P_n \), is of great importance in physical investigations.

When \( n \) is a positive integer, the series proceeds to infinity.
When \( n \) is a negative integer, \( y_n \) is a finite series; if \( n = -2p \), the series begins with \( x^{2p-1} \) and proceeds for \( p \) terms; if \( n = -(2p+1) \), the series begins with \( x^{2p} \) and proceeds for \( p+1 \) terms.

When \( 2n \) is equal to an odd negative integer other than \(-1\), say \(-(2r+1)\), then the coefficient of \( x^{-2n+2r+1} \) has a zero factor in the denominator, and no zero factor occurs in the numerator of any term in the series; hence, as before, the preceding terms do not exist, and the series begins with \( x^{-2n+2r+1} \) multiplied by some new arbitrary constant. But since \( 2n = -(2r+1) \), therefore \(-(n+2r+1) = n\), or the solution \( y_n \) becomes an infinite series of descending powers of \( x \) beginning with \( x^n \), i.e. \( y_n \) degenerates into \( y_n \).

92. We thus have the following results.

I. When \( n \) is a positive integer, there are two independent solutions of the differential equation; (1) \( y_1 \), a finite series, (2) \( y_2 \), an infinite series; and the primitive is

\[
y = Ay_1 + By_2.
\]

II. When \( n \) is a negative integer, there are two independent solutions; (1) \( y_1 \), an infinite series, (2) \( y_2 \), a finite series; and the primitive is

\[
y = Ay_1 + By_2.
\]

III. When \( n \) is not integral and \( 2n \) is not equal to some odd positive or negative integer, there are two independent solutions; (1) \( y_1 \), an infinite series, (2) \( y_2 \), an infinite series; and the primitive is

\[
y = Ay_1 + By_2.
\]

IV. When \( 2n \) is equal to an odd positive integer, there has been obtained only one solution of the differential equation, for \( y_1 \) degenerates into \( y_n \), this solution being an infinite series; the primitive is thus not expressible in terms of \( y_1 \) and \( y_2 \) alone.

V. When \( 2n \) is equal to an odd negative integer other than \(-1\), there has been obtained only one solution of the differential equation, for \( y_2 \) degenerates into \( y_n \), this solution being an infinite series; the primitive again is not expressible in terms of \( y_1 \) and \( y_2 \) alone.

VI. When \( 2n \) is equal to \(-1\), there has been obtained only one solution of the differential equation, for \( y_1 \) and \( y_2 \) are the same infinite series beginning with \( x^{-2} \); the primitive again is not expressible in terms of \( y_1 \) and \( y_2 \) alone.

It therefore remains to obtain the primitive in the last three cases.

93 (i). Consider first the case when \( 2n \) is equal to an odd positive integer; then

\[
y_n = x^{-n-1} \sum_{k=0}^{\infty} \frac{(n+1)(n+2) \cdot \ldots \cdot (n+2k+1)}{(2n+1)(2n+3) \cdot \ldots \cdot (2n+4k+3)} x^{-(2k+1)} \frac{y_{2n+2k+1}}{2k+1},
\]

is a definite solution, and we have to find a second and different particular solution. In the first instance, assume

\[
y = x^n \frac{y_{2p}}{2(2n-1)} x^{n-2} \ldots
\]

where \( \theta \) is an infinitesimal quantity which will ultimately be made zero. Then, so long as \( \theta \) is not zero, the quantity

\[
y = x^n \frac{y_{2p}}{2(2n-1)} x^{n-2} \ldots
\]

is also a definite solution; and it ceases to be so by the vanishing of \( \theta \), since \( \theta \) enters as a factor into the denominator of the coefficient of \( x^{2p-2} \) and all lower powers. Now we have

\[
Ay_1 = A \left\{ x^n \frac{n(n-1)}{2(2n-1)} x^{n-2} \ldots
\right.
\]

\[
+ \frac{n(n-1)(n-2p+1)}{2 \cdot 4 \cdot 2p(2n-1)(2n-3)(2n-2p+1)} x^{2-2n} \ldots
\]

\[
+ \frac{n(n-1)(n-2p+1)}{2 \cdot 4 \cdot 2p(2n-1)(2n-3)(2n-2p+1)} x^{2-2n} \ldots
\]

\[
+ \frac{n(n-1)(n-2p+1)}{2 \cdot 4 \cdot 2p(2n-1)(2n-3)(2n-2p+1)} x^{2-2n} \ldots
\]

\[
= A \left\{ x^n \frac{n(n-1)}{2(2n-1)} x^{n-2} \ldots
\right.
\]

\[
+ \frac{n(n-1)(n-2p+1)}{2 \cdot 4 \cdot 2p(2n-1)(2n-3)(2n-2p+1)} x^{2-2n} \ldots
\]

\[
+ \frac{n(n-1)(n-2p+1)}{2 \cdot 4 \cdot 2p(2n-1)(2n-3)(2n-2p+1)} x^{2-2n} \ldots
\]

\[
C = \frac{(-1)^p A}{2 \cdot 4 \cdot 2p(2n-1)(2n-3)(2n-2p+1)},
\]

where

\[
C = \frac{(-1)^p A}{2 \cdot 4 \cdot 2p(2n-1)(2n-3)(2n-2p+1)},
\]
and so is determinate and finite. But
\[ n - 2p - 2 = -(n+1) + \delta, \]
and therefore
\[ x^{n-2p-2} = x^{-(n+1)} \cdot x^{\delta} = x^{-(n+1)} (1 + \delta \log x), \]
approximately. Also the coefficient of \( x^{2p} \) within the second bracket is
\[ \frac{(n-2p-2)(n-2p-3) \ldots (n-2p-2r-1)}{(2p+4)(2p+6) \ldots (2n+2p-3)(2n+2p-5) \ldots (2n+2p-2r-1)}, \]
i.e., is
\[ \frac{(-1)^p (2n+3-\delta)(2n+5-\delta) \ldots (2n+2p+1-\delta)(2n+2p+3-\delta) \ldots (2n-p+1-\delta)}{(2n+3-\delta)(2n+5-\delta) \ldots (2n+2p+1-\delta)(2n+2p+3-\delta) \ldots (2p-\delta)}, \]
i.e., is
\[ \frac{(n+1)(n+2) \ldots (n+p)}{(2n+3)(2n+5) \ldots (2n+2p+1) \cdot 2 \cdot 4 \cdot 6 \ldots 2r}(1 + \log x), \]
where
\[ C_p = \sum_{r=1}^{\infty} \frac{1}{2n+3} \cdot \sum_{s=1}^{\infty} \frac{1}{2n+5} \ldots \sum_{r=1}^{\infty} \frac{1}{2n+2p+1}. \]
Hence
\[ A_1 = A \left[ x^{n-2p-2} + \ldots + \frac{n-1}{(2n-1)(2n-3) \ldots (2n-2p+1)} \right] + C_0 x^{-(n+1)} + \frac{\delta \log x}{\delta} \]
\[ x \left[ 1 + \sum_{r=1}^{\infty} \frac{(n+1)(n+2) \ldots (n+p)}{(2n+3)(2n+5) \ldots (2n+2p+1)} (1 + \log x) x^{-2r} \right], \]
When the second part of the right-hand side is expanded the aggregate of terms which involve \( \delta \) is \( \frac{\delta \log x}{\delta} y_2 \); the aggregate of terms which involve \( \log x \) is
\[ Cy_2 \log x; \]
and there remains the aggregate of terms independent of \( \delta \) (and also as it appears of \( \log x \)), as well as a further aggregate of terms multiplied by positive powers of \( \delta \), most of which have been omitted and all of which disappear when \( \delta \) is made to vanish. From the first part of the right-hand side there is an aggregate of terms independent of \( \delta \), as well as an aggregate of terms which disappear when \( \delta \) is made zero. Hence the primitive of the equation is
\[ y = By_2 + Ay_1 \]
\[ = \left( B + \frac{C}{\delta} \right)y_2 + C(y_2 \log x + T_n + R_n) \]
\[ = By_2 + Cy_2 \log x + T_n + R_n, \]
on changing the arbitrary constants. Here \( T_n \) stands for
\[ \frac{A}{\delta} \left( x^{n-2p-2} + \ldots + \frac{n-1}{(2n-1)(2n-3) \ldots (2n-2p+1)} \right), \]
and \( R_n \) stands for
\[ \sum_{r=1}^{\infty} \frac{(n+1)(n+2) \ldots (n+p)}{(2n+3)(2n+5) \ldots (2n+2p+1)} C x^{-2r}, \]
the value of \( C \) being
\[ \sum_{r=1}^{\infty} \frac{1}{2 \cdot 4 \cdot 6 \ldots 2r}(1 + \frac{1}{n+2r-1} - \frac{1}{n+2r}). \]
The value of the coefficient \( A/C \) which occurs in \( T_n \), is
\[ \frac{(4 \cdot 8 \cdot 12 \ldots (4n-2))}{(1 \cdot 5 \cdot 9 \ldots 2n)} (8n+4), \]
so that we may write \( T_n \) in the form
\[ \frac{(4 \cdot 8 \cdot 12 \ldots (4n-2))}{(1 \cdot 5 \cdot 9 \ldots 2n)} (8n+4) x^{n-2p-2} + \ldots \]
\[ - n(n-1) \left( \frac{1}{2 \cdot 4 \cdot 6 \ldots 2r} \right) x^{-(n+1)}. \]
The second particular solution of the equation is thus
\[ y_2 \log x + T_n + R_n, \]
and it will be noticed that that part of it, which is expanisible in descending powers of \( x \), begins with a term involving \( x^p \) and contains no term involving \( x^{-(n+1)}. \)
But in the special case when \( 2n \) is equal to unity, so that \( p \) is zero in the preceding investigation, then the form of \( T_n \), now \( T_{\frac{1}{2}} \), say, is limited to the first term; and we have
\[ C = - A \frac{n(n-1)}{2} = \frac{1}{2} A, \]
so that
\[ T_{\frac{1}{2}} = 8x^\delta. \]
The remaining parts are unchanged in form.

93 (ii). Consider now the case when \( 2n \) is equal to an odd negative integer other than \(-1\); the solution \( y_1 \) is definite, but
\[ y_2 = x^{-(n+1)} + \frac{(n+1)(n+2)}{2(n+3)} x^{-(n+1)} + \ldots \]
is not a definite solution.

* The solution thus given corresponds to that for Bessel's equation, Ex. I, § 105, due to Hankel.
Before assuming \( n \) to be half an odd integer, write
\[
\frac{n}{2} = m + \frac{1}{2},
\]
so that \( 2m \) is a positive odd integer when the assumption as to the special value of \( n \) is made. Then
\[
y_1 = x^{-m-\frac{1}{2}} \left( \frac{2m+3}{2} \right) x^{-n-\frac{3}{2}} \ldots = Y_1,
\]
and
\[
y_2 = x^{n-\frac{1}{2}} \left( \frac{2}{2m-1} \right) x^{-n-\frac{3}{2}} \ldots = Y_1,
\]
where \( Y_1 \) and \( Y_2 \) are the special solutions of
\[
d\left( \frac{1-x^2}{2} \frac{dy}{dx} \right) + m \left( m + 1 \right) y = 0,
\]
m being positive. When \( 2m \) is an odd positive integer we know, from the preceding investigation, that the primitive of this is
\[
y = BY_2 + A \left( Y_2 \log x + T_m + R_m \right),
\]
where
\[
T_m = \frac{4, 8, 12, ... (4m-2)}{1, 3, 5, ... 2m} \left( \frac{2m+1}{2m-1} \right) \left[ x^{-m+\frac{1}{2}} \left( \frac{2}{2m-1} \right) x^{-n-\frac{3}{2}} \ldots \right],
\]
and
\[
R_m = x^{n-\frac{3}{2}} \sum_{r=1}^{2m} \left\{ \frac{(m+1)(m+2)(2m+3)}{2, 4, ... 2r(2m+3)(2m+5) ... (2m+2r+1)} A_r x^{-n-\frac{3}{2}} \right\},
\]
the value of \( A_r \), being
\[
\sum_{r=1}^{2m} \left\{ \frac{2}{2m+2r+1} + \frac{1}{2m-2r+1} + \frac{1}{2m+2r+1} \right\}.
\]
Hence the primitive of
\[
d\left( \frac{1-x^2}{2} \frac{dy}{dx} \right) + n \left( n + 1 \right) y = 0,
\]
in the case when \( 2n \) is an odd negative integer other than \(-1\), is
\[
y = BY_1 + A \left( Y_1 \log x + V_n + U_n \right),
\]
where
\[
y_1 = x^{n-\frac{1}{2}} \left( \frac{2}{2n-1} \right) x^{-n-\frac{3}{2}} \ldots + n \left( n + 1 \right) \left( n + 2 \right) (n-3) x^{-n-1} \ldots,
\]
\[
V_n = \frac{4, 8, 12, \ldots (-4n-2)}{1, 3, 5, \ldots (-2n-2)} \left( \frac{2n+1}{2n-1} \right) \left[ x^{-n+\frac{1}{2}} + n \left( n + 1 \right) \left( n + 2 \right)(n-3) x^{-n-\frac{3}{2}} \ldots \right],
\]
\[
\ldots \left\{ \frac{1}{2}, \frac{3}{4}, \ldots \left( \frac{-n-2}{n-3} \right) \right\} x^{-n+\frac{1}{2}} + \frac{1}{2} \frac{3}{4} \ldots \left( \frac{-n-2}{n-3} \right) x^{-n+\frac{1}{2}} \ldots
\]
and
\[
U_n = \frac{\left( 2, 4, \ldots 2r \right) \left( 2n-1 \right) (2n-3) \ldots (2n-2r+1)}{\left( 2, 4, \ldots 2r \right) \left( 2n-1 \right) (2n-3) \ldots (2n-2r+1)} \left( -1 \right) \frac{1}{k} \frac{d^2 y}{dx^2} + \frac{1}{k} \frac{d y}{dx} v.
\]
and
\[
\left( -1 \right) \frac{1}{k} \frac{d^2 y}{dx^2} + \frac{1}{k} \frac{d y}{dx} v = v.
\]
where \( \frac{1}{k} \frac{d y}{dx} \) is
\[
\sum_{r=1}^{2m} \left\{ \frac{1}{2r+2} + \frac{1}{2r-2} + \frac{1}{2r+2} \right\}.
\]
The second particular solution of the equation in this case is thus
\[
y = y_1 \log x + V + U_n,
\]
and it will be noticed that the part of it, which is expansible in descending powers of \( x \), begins with a term involving \( x^{-n-1} \) and contains no term involving \( x^n \).

93 (iii). Lastly, for the special case in which \( 2n \) is equal to \(-1\), we proceed in a manner similar to that adopted in § 93 (i); and we find that the primitive of the equation is
\[
Ag_1 + B \left( y_1 \log x - \frac{1}{2} \right),
\]
where \( y_1 \) is the series
\[
x^{-\frac{1}{2}} + \frac{1}{2} x^{-\frac{3}{2}} + \frac{1}{2} x^{-\frac{5}{2}} + \ldots,
\]
and
\[
w = x^{-\frac{1}{2}} \sum_{r=1}^{2} \left\{ \frac{1}{2r+2} + \frac{1}{2r-2} + \frac{1}{2r+2} \right\} D_r x^{-n-\frac{3}{2}},
\]
and
\[
D_r = 2 \sum_{r=1}^{2} \left\{ \frac{1}{2r+2} + \frac{1}{2r-2} + \frac{1}{2r+2} \right\}.
\]
94. Since in all these cases \( 2n \) is an odd integer, the equation can be written
\[
d\left( \frac{1-x^2}{2} \frac{dy}{dx} \right) + \left( p^2 - \frac{1}{2} \right) y = 0,
\]
where \( p \) is an integer.

The case of \( p \) positive is that considered in § 93 (i); the case of \( p \) negative is that considered in § 93 (ii); and the case of \( p \) zero is that considered in § 93 (iii). Properties of the functions defined by the differential equation in the present form have been discussed by Mr W. M. Hicks in his memoir on "Toroidal Functions," Phil. Trans. Roy. Soc. (1851), pp. 603–652.

Ex. 1. Assuming the result of Ex. 1 in § 64, show how the solution of
\[
d\left( \frac{1-x^2}{2} \frac{dy}{dx} \right) = \frac{1}{2} y
\]
can be derived from that of
\[
\left( 1 - \frac{k^2}{2} \right) \frac{d^2 y}{dx^2} + \frac{1}{2} \frac{d y}{dx} v = v,
\]
which is the differential equation for the quarter-period in elliptic functions.
SPECIAL CASES OF [CHAP. V

Ex. 2. Prove that the Particular Integral of the equation

\[(1-x^2) \frac{d^2w}{dx^2} + n (n+1) w = \frac{dP_a}{dx}\]

is \(\lambda P_{n-1}\), where \(\lambda\) is a constant; and that the Particular Integral of the equation

\[(1-x^2) \frac{d^2v}{dx^2} + n (n+1) w = \frac{dQ_a}{dx}\]

is \(\lambda'Q_{n+1}\), where \(\lambda'\) is a constant.

96. In the general case of the differential equation, as represented by I., II., III. of § 95, it is possible to express the second particular solution in terms of that already obtained and of similar functions. Let \(v\) denote the particular solution already obtained, so that for instance \(v\) would be \(P_a\) in I.; and let

\[y = uv - w,
\]

where \(u\) and \(w\) are as yet indeterminate. When this is substituted in the differential equation, we have

\[-\left(\frac{d}{dx} \left[(1-x^2) \frac{uw}{dx}\right] + n (n+1) w\right) = \Sigma \left[(1-x^2) \frac{d^2u}{dx^2} - 2x \frac{du}{dx}\right]
\]

\[+ 2 \frac{du}{dx} (1-x^2) \frac{dv}{dx} + u \left(\frac{d}{dx} \left[(1-x^2) \frac{dv}{dx}\right] + n (n+1) v\right) = 0.
\]

Since \(v\) is a solution, the last term disappears; and, as the only condition imposed on \(u\) and \(w\) is that \(y\) must satisfy the equation, we may arbitrarily assign another. Assigning it so that the coefficient of \(v\) may vanish, we have

\[(1-x^2) \frac{d^2u}{dx^2} - 2x \frac{du}{dx} = 0,
\]

and therefore

\[(x^2-1) \frac{du}{dx} = \text{constant}.
\]

As we are seeking a particular solution, it is convenient to have it as simple as possible; and therefore, giving a special value to the constant, we may write

\[(x^2-1) \frac{du}{dx} = -1,
\]

so that a value of \(u\) is given by

\[u = \frac{1}{2} \log \left(\frac{x+1}{x-1}\right).
\]

The equation to determine \(w\) now becomes

\[\frac{d}{dx} \left[(1-x^2) \frac{dw}{dx}\right] + n (n+1) w = 2 \frac{dv}{dx}.
\]

When the Particular Integral, say \(w_1\), of this is obtained, the second solution of the original equation is

\[y = \frac{1}{2} v \log \left(\frac{x+1}{x-1}\right) - w_1.
\]

The value of \(w_1\) as a series of descending powers of \(x\) is easily obtained. Thus in the case when \(n\) is a positive integer, we take

\[w = x^{n-1} - \frac{n (n-1) x^{n-2}}{2 (2n-1)} + \frac{n (n-1) (n-2) x^{n-3}}{2.4 (2n-1)(2n-3)} - \ldots,
\]

and so on have the equation, which determines \(w_1\), in the form

\[\frac{d}{dx} \left[(1-x^2) \frac{dw}{dx}\right] + n (n+1) w = -2n \left[x^{n-1} - \frac{n (n-1) (n-2) x^{n-3}}{2 (2n-1)} + \ldots\right].
\]

Let

\[w_1 = C_1 x^{n-1} + C_2 x^{n-3} + C_3 x^{n-5} + \ldots,
\]

then, substituting and equating the coefficients of the highest term, we have

\[C_1 (n+1) - n (n-1) = 2n,
\]

or

\[C_1 = 1;
\]

and equating the coefficients of the terms involving \(x^{n-2r+1}\), we have

\[C_r (n+1) - (n-2r+1) (n-2r+2) + (n-2r+3) (n-2r+2) C_{r-1} = (-1)^{r-1} 2n (n+1) (n-2) \ldots (n-2r+2) \frac{2.4.6. \ldots (2n-2) (2n-4) \ldots (2n-2r+2)}{2.4.6. \ldots (2n-2) (2n-4) \ldots (2n-2r+2)}.
\]

The general value of \(C_r\), deducible from this, is complicated; the values of the earlier coefficients are

\[C_2 = \frac{(n-1) (n+2) (3n-1)}{3 (2n-1) (2n-2)},
\]

\[C_3 = \frac{(n-1) (n+2) (n-3) (n-4) (30n^2-120n+12)}{3.4.5 (2n-1) (2n-2) (2n-3) (2n-4)},
\]

and so on; but there is no advantage in writing down more of the coefficients, as the expression for \(w_1\) will soon be put into a different form.

Relation between the particular solutions.

96. We have now obtained the primitive of Legendre's equation in all cases when \(n\) is a real constant, by deducing two solutions which are linearly independent (§ 72) of one another. But we know (§ 65) that when one solution of a differential equation of the second order has been found, the primitive can be expressed in terms of it and, if necessary, of other functions, and therefore any other solution is so expressible; we proceed to obtain this relation for the cases—viz. I., II., III. above—in which it has not been
obtained. The first form in which it may be given is derived by means of § 65. We may define $P_n$ and $Q_n$ by the generalised equations

$$P_n = \frac{\Pi(2n)}{\Pi(n) \Pi(n)} \left\{ \frac{x^n}{2^{n-1}} \right\} + \ldots,$$

and

$$Q_n = \frac{\Pi(2n)}{\Pi(n+1)} \left\{ \frac{1}{x^{n+1}} \right\} + \ldots,$$

whether $n$ be integral or not; $\Pi(n)$ is Gauss's $\Pi$ function and is $\Gamma(n+1)$, and (see next chapter, § 129) is $n!$ when $n$ is a positive integer; and $P_n$ and $Q_n$ are still solutions of the Legendre's equation, since they are respectively constant multiples of $y_1$ and $y_2$. We therefore have

$$(1-x^2) \frac{d^2 P_n}{dx^2} - 2x \frac{dP_n}{dx} + n(n+1) P_n = 0,$$

and

$$(1-x^2) \frac{d^2 Q_n}{dx^2} - 2x \frac{dQ_n}{dx} + n(n+1) Q_n = 0,$$

multiplying the former by $Q_n$ and subtracting the latter multiplied by $P_n$, we have

$$\left( x^2 - 1 \right) \left( \frac{dP_n}{dx} \right) - \left( \frac{dQ_n}{dx} \right) = A,$$

or

$$\left( x^2 - 1 \right) \left( \frac{dQ_n}{dx} - \frac{dP_n}{dx} \right) = 0,$$

where $A$ is a constant, which is definite and not arbitrary since $Q_n$ and $P_n$ are definite functions. To find $A$, we consider the terms containing the highest powers of $x$; these are

$$2n \Pi(n) \Pi(n+1) x^{-n+1},$$

and in $P_n$

$$\frac{\Pi(2n)}{\Pi(n) \Pi(n)} x^n;$$

hence

$$A = \frac{\Pi(2n)}{\Pi(n) \Pi(n+1)} (n+1) = 1,$$

since $\Pi(2n+1) = (2n+1) \Pi(2n)$; and therefore

$$\frac{Q_n}{P_n} = \frac{1}{x^2 - 1},$$

This gives

$$\frac{d}{dx} \left( \frac{Q_n}{P_n} \right) = \frac{1}{(x^2 - 1) Q_n^2},$$

or, its equivalent

$$\frac{d}{dx} \left( \frac{P_n}{Q_n} \right) = \frac{1}{(1-x^2) P_n^2},$$

and therefore

$$\frac{Q_n}{P_n} = \int_1^x \frac{dx}{(x^2 - 1) P_n^2} = \int_1^x \frac{dx}{(x^2 - 1) P_n^2},$$

no constant being needed, as may be seen by comparing the coefficients of the highest powers of $x$ in the expansion of the two sides in descending powers of $x$.

97. The result may be written in a different form, when $n$ is an integer; but it is first necessary to prove two relations between the functions given by Legendre's equation for different values of $n$.

From the expressions given in the preceding article, we find that the coefficient of $x^{n-1} - r$ in $P_{n-1} - P_n$ is

$$(-1)^r \frac{\Pi(2n-2)}{\Pi(n-1) \Pi(n-1)} \frac{(n-1)(n-2) \ldots (n-2r+2)}{2. 4. 6 \ldots 2r(2n-1)(2n-2r+1)}\frac{(2n+2r+1)}{(2n+2r+2)} \frac{(2n-2r+2)}{(2n-2r+1)} \frac{(2n+2r+1)}{(2n+2r+2)},$$

the last factor is easily simplified into

$$\frac{(2n+1)^2}{(2n-1)},$$

and therefore the coefficient is

$$(-1)^r \frac{\Pi(2n)}{\Pi(n) \Pi(n)} \frac{n(n-1) \ldots (n-2r+2)}{2. 4. 6 \ldots 2r(2n-1)(2n-2r+1)(2n-2r+3)(2n-2r+1)} (2n+1),$$

Hence the coefficient of $x^{n-2}$ in

$$\frac{dP_n}{dx} - \frac{dP_{n-1}}{dx}$$

is $(-1)^r (2n+1) \frac{\Pi(2n)}{\Pi(n) \Pi(n)} \frac{n(n-1) \ldots (n-2r+2)(n-2r+1)}{2. 4. 6 \ldots 2r(2n-1)(2n-2r+1)(2n-2r+3)(2n-2r+1)}$, that is, is the coefficient of the same power in $(2n+1) P_n$. These two expressions are thus equal term by term; and therefore

$$\frac{dP_n}{dx} \frac{dP_{n-1}}{dx} = (2n+1) P_n,$$

or

$$\frac{dP_n}{dx} \frac{dP_{n-2}}{dx} = (2n-1) P_n.$$

In the present case $n$ is a positive integer, so that this leads to a finite series for $\frac{dP_n}{dx}$, viz.

$$\frac{dP_n}{dx} = (2n-1) P_{n-1} + (2n-3) P_{n-2} + (2n-5) P_{n-3} + \ldots;$$

the last term of the series $3 P_1$ or $P_0$ (i.e. 1), according as $n$ is even or odd.
Now by § 95 we see that

\[ \frac{1}{2} P_a \log \left( \frac{x+1}{x-1} \right) - \varphi \]

is a solution of the differential equation, if \( \varphi \) be determined as the Particular Integral of

\[ \frac{d}{dx} \left[ (1-x^2) \frac{d\varphi}{dx} \right] + n(n+1) \varphi = 2 \frac{dP_a}{dx} - 2 \{ (2n-1) P_{n-1} + (2n-5) P_{n-3} + \ldots \}, \]

by the formula just obtained. To obtain this Particular Integral, we write

\[ \varphi = a_1 P_{n-1} + a_2 P_{n-3} + \ldots + a_{2r-1} P_{n-2r+1} + \ldots, \]

and substitute; since

\[ \frac{d}{dx} \left[ (1-x^2) \frac{dP_a}{dx} \right] = -m(m+1) P_m, \]

the left-hand side has, as the coefficient of \( a_{2r-1} P_{n-2r+1} \),

\[ \frac{n(n+1)}{m(m+1)} (n-2r+1)(n-2r+3) \]

and therefore

\[ a_{2r-1} (2r-1)(n-r+1) = 2n - 4r + 3. \]

The value of \( \varphi \) is therefore now definite; and the corresponding solution of Legendre's equation is

\[ \frac{1}{2} P_a \log \left( \frac{x+1}{x-1} \right) - \left\{ \frac{2n-1}{1 \times n} P_{n-1} + \frac{2n-5}{3 \times (n-1)} P_{n-3} + \frac{2n-9}{5 \times (n-2)} P_{n-5} + \ldots \right\}, \]

the last term being

\[ \frac{3}{(n-1)(n+1)} P_1, \]

when \( n \) is even, and

\[ \frac{1}{2n(n+1)} P_0, \]

i.e., \( \frac{1}{2n(n+1)} \),

when \( n \) is odd.

We have now to compare this solution with \( Q_a \). Let it be supposed expanded in a series of descending powers of \( x \); it must then be of the form

\[ A P_a + B Q_n, \]

where \( A \) and \( B \) are constants. Now in the series the term involving \( x^n \) does not occur, since

\[ \frac{1}{2} \log \left( \frac{x+1}{x-1} \right) = \frac{1}{x} + \frac{1}{3x^3} + \frac{1}{5x^5} + \ldots, \]

and therefore \( A \) must be zero; hence the coefficients of the powers between \( x^n \) and \( x^{-(n+1)} \) exclusive of the latter disappear; this is easily verified for the first few.

The above solution is therefore a constant multiple of \( Q_a \), and thus

\[ B Q_a = \frac{1}{2} P_a \log \left( \frac{x+1}{x-1} \right) - \left\{ \frac{2n-1}{1 \times n} P_{n-1} + \frac{2n-5}{3 \times (n-1)} P_{n-3} + \frac{2n-9}{5 \times (n-2)} P_{n-5} + \ldots \right\}, \]

where \( Z_n \) stands for the series which, when \( n \) is integral, is a function of degree \( n - 1 \). Hence

\[ B \frac{Q_a}{P_a} = \frac{1}{2} \log \left( \frac{x+1}{x-1} \right) Z_n, \]

and therefore

\[ B \frac{d}{dx} \left( \frac{Q_a}{P_a} \right) = -\frac{1}{x^2 - 1} U \]

where \( U \) is an integral function of \( x \) of degree not higher than \( 2a - 2 \). When we substitute on the left-hand side from § 96, it becomes

\[ \frac{B}{(x^2 - 1) P_a} = 1 + \frac{1}{x^2 - 1} U \]

or

\[ B = P_a^2 + (x^2 - 1) U, \]

where the right-hand side is a finite integral function of \( x \). This is true for all values of \( x \); writing \( x = 1 \), we have \( B = \text{value of} \ P_a^2 \) when \( x = 1 \) is unity. Now in Ex. 2 of § 90, \( P_a \) was indicated as the coefficient of \( x^a \) in the expansion of \( (1 - 2x^2 - x^4 + \ldots) ^{-\frac{1}{2}} \) in ascending powers of \( x \); and therefore the value of \( P_a \) when \( x = 1 \) is the coefficient of \( x^a \) in the expansion of \( (1 - 2x + x^2 - \ldots) ^{-\frac{1}{2}} \), i.e., of \( (1 - 2x + x^2 - \ldots) ^{-1} \). This coefficient is unity, so that \( P_a \) is unity when \( x = 1 \); thus \( B = 1 \), and the equation becomes

\[ Q_a = \frac{1}{2} P_a \log \left( \frac{x+1}{x-1} \right) - Z_n. \]

**Ex. 1.** Discuss the significance of this expression for \( Q_a \) when \( n \) is not an integer.

**Ex. 2.** The following properties, analogous to those of \( P_n \), hold for \( Q_n \):

(i) \[ \frac{d^{n+1} Q_n}{dx^{n+1}} = \frac{(-2)^n \Pi(n)}{(x^2 - 1)^n + 1} \]

(ii) \[ \frac{dQ_{n+1}}{dx} - \frac{dQ_n}{dx} = (-2n+1) Q_n; \]

(iii) \[ \frac{n}{n+1} \frac{dQ_{n+1}}{dx} + (n+1) \frac{dQ_n}{dx} = (2n+1) \frac{dQ_n}{dx}. \]

**Ex. 3.** Obtain the properties of the integrals \( Q \), corresponding to those of the integrals \( P \) given in the examples in § 90.
Ex. 4. Prove that, if \( y > 1 > x > -1 \),

\[
(y - x)^{-1} = \sum_{n=0}^{\infty} (2n+1) P_n(x) Q_n(y).
\]

The further development of the properties of the functions which are the particular solutions of Legendre's equations does not depend merely upon the differential equation; the student will find most ample investigation of their analytical properties and their applications to mathematical physics in the excellent treatises by Heine—Handbuch der Kugelfunctionen. The treatises by Todhunter, The Functions of Laplace, Legendre and Bessel, and by Ferrers, Spherical Harmonics, will prove useful.

**Bessel's Equation**

100. This differential equation is

\[
\alpha^2 \frac{d^2 y}{dx^2} + \alpha \frac{dy}{dx} + (\alpha^2 - n^2) y = 0,
\]

or, what is the same thing,

\[
x^2 \left( \frac{d}{dx} \left( x \frac{dy}{dx} \right) \right) + (x^2 - n^2) y = 0,
\]

in which \( n \) is a constant; it will be assumed that \( n \) is real. The equation, like Legendre's, occurs in investigations in applied mathematics, and \( n \) is usually an integer in such applications; but, as in the case of the preceding differential equation, this limitation will not be imposed on the value of \( n \).

To solve the equation, we write

\[
y = A_1 x^{n+1} + A_2 x^{n+2} + A_3 x^{n+3} + \ldots,
\]

and substitute; we then have

\[
(m_1^2 - n^2) A_1 x^{n+1} + (m_2^2 - n^2) A_2 x^{n+2} + (m_3^2 - n^2) A_3 x^{n+3} + \ldots = 0,
\]

which must be identically satisfied. Hence, from a comparison of the indices, we have

\[
m_1^2 = n^2,
\]

\[
m_2^2 = n^2 + 2,
\]

\[
m_3^2 = n^2 + 2,
\]

or the series is one in ascending powers of \( x \), the common difference of the indices of the powers being 2; and thus \( m_1 = m_2 = m_3 = \ldots \).

Taking the term in \( x \) with the lowest index, we have

\[
m_1^2 = n^2,
\]

since \( A_1 \) is not zero; and therefore

\[
m_1 = n \quad \text{or} \quad m_1 = -n.
\]

The coefficient of \( x^{m_1+2r} \) on the left-hand side must be zero; and therefore

\[
[(m_1 + 2r)^2 - n^2] A_r + A_{r+1} = 0,
\]

or, since

\[
m_1^2 = n^2,
\]

\[
A_{r+1} = - \frac{A_r}{2^{2r}} \frac{1}{m_1 + r},
\]

101. Consider, first, the solution corresponding to

\[
m_1 = n.
\]

The coefficients \( A_r \) are then given by

\[
A_{r+1} = - \frac{A_r}{2^{2r}(n + r)},
\]

so that

\[
A_{r} = (-1)^{r+1} \frac{\Gamma(n - 1/2) \Gamma(n + 1) \Gamma(n + 2) \ldots \Gamma(n + r - 1)}{2^{2r}(n + r)(n + r + 1) \ldots (n + r - 1)},
\]

for values of \( r \) greater than unity; and the series, which is a solution of the differential equation, becomes

\[
A_1 x^n \left[ 1 - \frac{x^2}{2^2(n + 1)} + \frac{x^4}{2! 2^4(n + 1)(n + 2)} - \frac{x^6}{3! 2^6(n + 1)(n + 2)(n + 3)} + \ldots \right],
\]

where \( A_1 \) is an arbitrary constant.

When to \( A_1 \) is assigned the particular value \( \frac{1}{2^n \Pi(n)} \), where \( \Pi(n) \) is Gauss's function \( \Pi \) and is the same as \( \Gamma(n + 1) \), then the expression is denoted by \( J_n \), so that

\[
J_n = x^n \left[ 1 - \frac{x^2}{2^2(n + 1)} + \frac{x^4}{2! 2^4(n + 1)(n + 2)} - \ldots \right],
\]

which is usually called the Bessel's function of order \( n \).
When \( n \) is positive, whether an integer or not, the series proceeds to infinity and, for finite values of the variable, obviously converges. Thus \( AJ_n \), where \( A \) is an arbitrary constant, is one solution of the differential equation.

Before considering the form of \( J_n \), where \( n \) is a negative integer, it is convenient to obtain the solution corresponding to the case

\[ m = -n. \]

The work is the same as before with the change of sign of \( n \), and the solution is

\[
B_i x^{-n} \left[ 1 - \frac{x^2}{2^n (-n + 1)} + \frac{x^4}{2! 2^n (-n + 1)(-n + 2)} \right. \\
- \frac{x^6}{3! 2^n (-n + 1)(-n + 2)(-n + 3)} + \ldots \]
\]

where \( B_i \) is an arbitrary constant. To \( B_i \) assign the value

\[
\frac{1}{2^{-n} \Pi (-n)} ;
\]

then the resulting expression is exactly the same function of \(-n\) as \( J_n \) is of \(+n\), and it may therefore be denoted by \( J_{-n} \), so that

\[
J_{-n} = 2^{-n} \frac{x^{-n}}{\Pi (-n)} \left[ 1 - \frac{x^2}{2^n (-n + 1)} + \frac{x^4}{2! 2^n (-n + 1)(-n + 2)} - \ldots \right]
\]

\[
= \sum_{r=0}^{\infty} \frac{(-1)^r}{\Pi (-n + r) \Pi (r)} \left( \frac{x^2}{2} \right)^{n+r}. \]

If now \( n \) be negative, whether an integer or not, or be positive but not an integer, this series proceeds to infinity and, for finite values of the variable, converges. In this case, \( BJ_{-n} \) is another solution of the differential equation.

If then \( n \) be not an integer, whether it be a positive or a negative quantity, \( J_n \) and \( J_{-n} \) are two independent and determinate particular solutions of the differential equation; and the primitive is

\[ y = AJ_n + BJ_{-n}. \]

102. If \( n \) be an integer other than zero, two cases arise. First, if \( n \) be a negative integer and equal to \(-p\), a zero factor occurs in the coefficient of all terms after \( x^n \) inclusive within the bracket; and therefore (by § 86) the terms which precede this disappear, and \( J_n \) becomes

\[
\sum_{r=0}^{\infty} \frac{(-1)^r}{\Pi (n+r) \Pi (r)} \left( \frac{x^2}{2} \right)^{r+n+p}, \]

or, what is the same thing,

\[
\sum_{r=0}^{\infty} \frac{(-1)^{r+p}}{\Pi (s) \Pi (s+p)} \left( \frac{x^2}{2} \right)^{r+p}, \]

since \( n + p = 0 \). Now this last expression is \((-1)^p J_{-p}\), that is, is \((-1)^{-n} J_{-n}\); so that, in the case when \( n \) is a negative integer, one of the particular solutions, \( J_n \), degenerates into a constant multiple of the other, \( J_{-n} \).

Similarly it may be proved, or it may be at once deduced from the foregoing, that when \( n \) is a positive integer one of the particular solutions, \( J_{-n} \), degenerates into a constant multiple of the other, \( J_n \).

When \( n \) is zero, the two solutions coincide. Hence in every case when \( n \) is an integer, whether positive, zero, or negative, we may write

\[ J_n = (-1)^n J_{-n}. \]

But that this equation may be valid, it must be remembered that it refers to the respective limiting forms of the particular solution of the differential equation when the superfluous terms of the latter for the special value of \( n \) have been removed from the expression in the general case; and the relation merely gives this limiting form. It however shows that, when \( n \) is an integer, it is sufficient to take the positive square root of \( n^2 \) and to consider, as the corresponding particular solution, the function associated with that square root.

It thus remains to find a second particular solution in two cases, in order to have the primitive; and these two cases are:

First, when \( n \) is zero:

Second, when \( n \) is an integer which (from the above explanation) may be considered positive.
103. To obtain these particular solutions, it is convenient to have some fundamental properties proved.

It may be at once verified that

\[ \frac{dJ_n}{dx} = -J_{n+1}; \]

\[ \frac{d}{dx} (x^n J_n) = x^n J_{n-1}; \]

\[ \frac{d}{dx} (x^{-n} J_n) = -x^{-n} J_{n+1}. \]

From the last two, we have

\[ x^n \frac{dJ_n}{dx} + n x^{n-1} J_n = x^n J_{n-1}; \]

\[ x^{-n} \frac{dJ_n}{dx} - n x^{-n-1} J_n = -x^{-n} J_{n+1}. \]

Dividing the first of these throughout by \( x^{n-1} \) and the second by \( x^{-n-1} \), and subtracting the latter from the former, we have

\[ 2n J_n = x (J_{n-1} + J_{n+1}), \]

or

\[ J_{n-1} + J_{n+1} = \frac{2}{x} n J_n. \]

Similarly

\[ -J_{n+1} - J_{n-3} = -\frac{2}{x} (n+2) J_{n+2}, \]

\[ J_{n+3} + J_{n+5} = \frac{2}{x} (n+4) J_{n+4}, \]

Now it is evident, from the general value of \( J_n \), that \( J_{-1} = 0 \); hence the preceding equations give

\[ J_{n-1} = \frac{2}{x} \left\{ mn J_n - (n+2) J_{n+2} + (n+4) J_{n+4} - \ldots \right\}; \]

this series converges.

Ex. 1. Prove that

\[ \frac{dJ_n}{dx} = \frac{2}{x} \left\{ mn J_n - (n+2) J_{n+2} + (n+4) J_{n+4} - \ldots \right\}. \]

Ex. 2. Prove that, when \( n \) is a positive integer, \( J_n (x) \) is the coefficient of \( x^n \) in the expansion of

\[ e^x \left( x^{-\frac{1}{2}} \right) \]

in ascending and descending powers of \( x \).

Hence deduce the relations (i), (ii), (iii), given at the beginning of § 103.

---

104. To obtain the desired particular solution in the case when \( n \) is zero, we substitute

\[ y = u J_0 + w \]

in the differential equation

\[ \frac{d^2 y}{dx^2} + \frac{1}{x} \frac{dy}{dx} + y = 0; \]

the result is

\[ \frac{d^2 w}{dx^2} + \frac{1}{x} \frac{dw}{dx} + w = -J_0 \left( \frac{d^2 u}{dx^2} + \frac{1}{x} \frac{du}{dx} \right) - \frac{2}{x} \frac{dJ_0}{dx} \frac{du}{dx}. \]

To make the coefficient of \( J_0 \) vanish, we take

\[ \frac{d^2 u}{dx^2} + \frac{1}{x} \frac{du}{dx} = 0, \]

which is satisfied by

\[ u = \log x. \]

The equation determining \( w \) is now

\[ \frac{d^2 w}{dx^2} + \frac{1}{x} \frac{dw}{dx} + w = -\frac{2}{x} \frac{dJ_0}{dx}, \]

\[ = \frac{2}{x} J_1 = \frac{2}{x^3} \left\{ 3 J_3 - 4 J_1 + 6 J_5 - 8 J_7 + \ldots \right\}. \]

Now from the equation

\[ \frac{d^2 J_n}{dx^2} + \frac{1}{x} \frac{dJ_n}{dx} + J_n = \frac{n^2}{x^2} J_n, \]

it follows that

\[ y = \lambda J_n \]

is the Particular Integral of

\[ \frac{d^2 y}{dx^2} + \frac{1}{x} \frac{dy}{dx} + y = \frac{\lambda n^2}{x^2} J_n, \]
The general term in the right-hand side of the equation determining \( w \) is

\[
\frac{4}{x^2}\left(-1\right)^n - 1 \cdot n J_n;
\]

we have therefore for this term

\[
\lambda = \frac{4}{n}\left(-1\right)^n - 1.
\]

Hence

\[ w = 2 \left\{ J_n - \frac{1}{2} J_{n+1} + \frac{1}{2} J_{n-1} - \frac{1}{2} J_{n+1} + \frac{1}{2} J_{n-1} + \cdots \right\}; \]

and therefore a solution of the original equation is

\[ J_n \log x + 2 \left\{ J_n - \frac{1}{2} J_{n+1} + \frac{1}{2} J_{n-1} - \cdots \right\}. \]

Let this be denoted by \( Y_0 \); then the primitive of the equation

\[ \frac{d^2 y}{dx^2} + \frac{1}{x} \frac{dy}{dx} + y = 0 \]

is

\[ y = A J_0 + B Y_0, \]

where \( A \) and \( B \) are arbitrary constants.

105. To obtain the second particular solution in the case where \( n \) is an integer other than zero, we write

\[ y = J_n \log x - w, \]

so that

\[ \frac{d^2 w}{dx^2} + \frac{1}{x} \frac{dw}{dx} + \left(1 - \frac{n^2}{x^2}\right) w = \frac{2n}{x^2} J_n \]

\[ = \frac{2n}{x^2} J_n - \frac{4}{x^2} \left( J_n + 2 J_{n+2} - (n+2) J_{n+1} + (n+6) J_n + \cdots \right). \]

Now

\[ \frac{d^2 (\lambda \lambda_n)}{dx^2} + \frac{1}{x} \frac{d (\lambda \lambda_n)}{dx} + \left(1 - \frac{n^2}{x^2}\right) \lambda \lambda_n = \frac{m^2 - n^2}{x^2} \lambda \lambda_n, \]

\( \lambda \) being a constant; and therefore a value of \( w \) satisfying

\[ \frac{d^2 w}{dx^2} + \frac{1}{x} \frac{dw}{dx} + \left(1 - \frac{n^2}{x^2}\right) w = \left(-1\right)^{n+2r} \frac{4}{x^2} (n+2r) J_{n+2r} \]

is

\[ w = \left(-1\right)^{n+2r} \frac{2n}{x^{n+2r}} J_{n+2r}. \]

Let \( w_1 \) be a quantity satisfying

\[ \frac{d^2 w_1}{dx^2} + \frac{1}{x} \frac{dw_1}{dx} + \left(1 - \frac{n^2}{x^2}\right) w_1 = \frac{2n}{x^2} J_n; \]

then a suitable value of \( w \) is

\[ w = w_1 + \sum_{r=1}^{\infty} \left(-1\right)^r \frac{n+2r}{r (n+r)} J_{n+2r}. \]

The right-hand side of the equation giving \( w_1 \) must be transformed. By the general relation between three successive Bessel's functions, we have

\[ \frac{2}{x} J_1 - \frac{J_0}{x} = \lambda_1; \]

and

\[ \frac{2}{x} J_2 - \frac{2}{x} J_1 - \frac{J_0}{x} = \lambda_2; \]

and

\[ \frac{2}{x} J_3 - 2 \frac{2}{x} J_2 - \frac{2}{x} J_1 - \frac{J_0}{x} = \lambda_3; \]

and so on; and the general relation is

\[ \lambda_{n+1} = \frac{2}{x} J_n - 2 \frac{2}{x} J_{n+1} - \frac{2}{x} J_{n-1} - \frac{J_0}{x}; \]

or, what is the same relation,

\[ \frac{2n}{x^2} J_n = - \sum_{r=0}^{\infty} \lambda_{n+2r} J_{n+2r}. \]

Also, by actual substitution, we have

\[ \frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} + \frac{n^2}{x^2} J_n \]

\[ = \frac{1}{x^n} \left\{ \frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} + \left(1 + \frac{m^2 - n^2}{x^2}\right) J_n \right\} \]

\[ = \frac{1}{x^n} \left[ \frac{m^2 - n^2}{x^2} J_n + \frac{2m}{x} \frac{d}{dx} J_n \right], \]

\( \lambda_p \) being a constant. If \( p \) be not zero, the right-hand side is

\[ \frac{2}{x^n+1} \lambda_p J_{n+1}; \]

while if \( p \) be zero, the right-hand side is

\[ \frac{2n}{x^{n+1}} \lambda_p J_n. \]

If now we substitute in the equation for \( w_1 \) the value

\[ w_1 = \sum_{p=0}^{\infty} \lambda_p \frac{J_n}{x^n+1}, \]

we have

\[ w_1 = \frac{2n-1}{x^{n-1}} \lambda_1 J_n. \]
a comparison of the two sides of the equation gives

\[ -2(n-p)\lambda_{0} = -\frac{1}{2} \Pi(n) \frac{2^{n-p+1}}{\Pi(p)} \]

if \( p \) be not zero, and gives

\[ 2n\lambda_{0} = \frac{1}{2} \Pi(n) 2^{n+1} \]

if \( p \) be zero; and therefore, whatever \( p \) may be,

\[ \lambda_{p} = \frac{2^{n-p}}{n-p} \frac{1}{\Pi(p)} \frac{\Pi(n)}{2} \]

Hence the value of \( \omega_{1} \) is

\[ \omega_{1} = \frac{1}{2} \Pi(n) \frac{2^{n-p}}{n-p} \frac{1}{\Pi(p)} \frac{\Pi(n)}{2} \]

and therefore the second particular solution of Bessel's equation, in the case when \( n \) is a positive integer other than zero, is

\[ y = J_{n} \log x - \sum_{r=1}^{r=n} \{ -1 \}^{r} \frac{n+2r}{(n+r)} J_{n+r} \]

\[ -\frac{1}{2} \Pi(n) \sum_{p=0}^{p=n-1} \frac{2^{n-p}}{n-p} \frac{1}{\Pi(p)} \frac{\Pi(n)}{2} \]

Let the right-hand side be denoted by \( Y_{n} \); then the primitive is given by

\[ y = AJ_{n} + BY_{n} \]

Note. In a Supplementary Note (1, pp. 243 seqq.) at the end of Chapter vi., an account is given of the method devised by Frobenius for the integration of linear equations in series. The method is applied to construct the primitive of the Bessel's equation of order zero (Ex. 3, p. 262) and the primitive of the Bessel's equation of order \( n \) (Ex. 4, p. 253). The process there given will be found more general, simpler, and more direct, than the preceding analysis.

Ex. 1. Another method of obtaining a second particular solution is employed by Hankel as follows. Any linear function of the particular solutions is also a particular solution; hence, in the general case, such a solution is given by

\[ 2\pi \sin \lambda \frac{J_{n} \cos \lambda x - J_{-n}}{\sin 2\pi} \]

which is then perfectly determinate; while, in the particular case when \( n \) is an integer, it takes the form \( 0 \) since \((-1)^{n} J_{n} = J_{-n} \). Prove that, when evaluated, this assumes the form

\[ 2^{n-p} \sum_{p=0}^{p=n-1} \frac{(-1)^{p}}{\Pi(n+p) \Pi(p)} \left( \frac{\pi}{2} \right)^{2n} \left\{ \log \left( \frac{\pi}{2} \right) - \Phi(n+p) - \Phi(p) \right\} \]

where \( \Phi(x) = \frac{d}{dx} \log \Pi(x) \);

and compare this with the solution already obtained.


Ex. 2. The series for \( J_{n} \) is always a converging series; but, when \( z \) is large, the convergence is slow, and it is convenient to have a series proceeding in descending powers of \( z \). Prove that

\[ J_{n} = \left( \frac{z}{\pi} \right)^{\frac{1}{2}} \left\{ 1 - \frac{(1^{2} - 4n^{2}) (3^{2} - 4n^{2}) \ldots}{61(256)} \right\} \sin \left( \frac{\pi}{4} - \frac{n}{2} \right) \]

\[ + \left( \frac{2}{\pi} \right)^{\frac{1}{2}} \left\{ 1 - \frac{(1^{2} - 4n^{2}) (3^{2} - 4n^{2}) (5^{2} - 4n^{2}) \ldots}{31(56)^{3}} \right\} \sin \left( \frac{\pi}{4} - \frac{n}{2} \right) \]

so that the series terminates, if \( 2n \) be equal to an odd integer. (Lommel.)

106. The relation between the two linearly independent integrals \( J_{n} \) and \( J_{-n} \) may be found as in § 96. We have

\[ \frac{d^{2} J_{n}}{dx^{2}} + \frac{1}{x} \frac{d J_{n}}{dx} + \left( \frac{n^{2}}{x^{2}} \right) J_{n} = 0, \]

and

\[ \frac{d^{2} J_{-n}}{dx^{2}} + \frac{1}{x} \frac{d J_{-n}}{dx} + \left( \frac{n^{2}}{x^{2}} \right) J_{-n} = 0; \]

and therefore

\[ \left( \frac{d^{2} J_{n}}{dx^{2}} J_{-n} - \frac{d^{2} J_{-n}}{dx^{2}} J_{n} \right) + \frac{1}{x} \left( \frac{d J_{n}}{dx} J_{-n} - \frac{d J_{-n}}{dx} J_{n} \right) = 0, \]

which gives

\[ \frac{d J_{n}}{dx} J_{-n} - \frac{d J_{-n}}{dx} J_{n} = \frac{A}{x}, \]

where \( A \) is a constant which, however, is not arbitrary since \( J_{n} \) and \( J_{-n} \) are definite functions. To obtain the value of \( A \), it is sufficient to consider the lowest terms only in the left-hand side; when these are substituted, we find that

\[ A = \frac{1}{2n} \frac{1}{\Pi(n)} \frac{1}{\Pi(-n)} \left( \frac{n+n}{2} \right) \]

\[ = \frac{2n}{\Pi(n) \Pi(-n)} \]

\[ = \frac{2}{\Pi(n-1) \Pi(-n)} \]

\[ \frac{2 \sin \pi n}{\pi}. \]
Therefore\[ \frac{dJ_n}{dx} J_{-n} - \frac{dJ_{-n}}{dx} J_n = \frac{2}{\pi x} \sin n\pi, \]
or, what is the same thing,
\[ \frac{d}{dx} \left( \frac{J_n}{J_{-n}} \right) = -\frac{2 \sin n\pi}{\pi x J_n}. \]

Ex. Obtain the corresponding equation when \( n \) is an integer.

**Relation between the Equations of Legendre and Bessel.**

**107.** It is possible to derive Bessel’s equation from that of Legendre. For, differentiating the equation
\[ (1 - x^2) \frac{d^2 y}{dx^2} - 2x \frac{dy}{dx} + n(n+1)y = 0 \]
m times, and writing
\[ z = \frac{d^m y}{dx^m}, \]
we have
\[ (1 - x^2) \frac{d^2 z}{dx^2} - (2m + 2)x \frac{dz}{dx} + [n(n+1) - m(m+1)]z = 0. \]

Let the dependent variable be changed to \( \xi \), where
\[ \xi = (1 - x^2)^m x; \]
the equation now becomes
\[ (1 - x^2) \frac{d^2 \xi}{dx^2} - 2x \frac{d\xi}{dx} + \left\{ n(n+1) - \frac{m^2}{1 - x^2} \right\} \xi = 0. \]

Let the independent variable be changed from \( x \) to \( \phi \), where
\[ \phi^2 = n^2(1 - x^2); \]
then, after slight reductions, the equation becomes
\[ \left( 1 - \frac{\phi^2}{n^2} \right) \frac{d^2 \xi}{d\phi^2} + \left( 1 - \frac{2\phi^2}{n^2} \right) \frac{1}{\phi} \frac{d\xi}{d\phi} + \left( 1 + \frac{1 - m^2}{\phi^2} \right) \xi = 0. \]

When we make \( n \) infinite, we have
\[ \frac{d^2 \xi}{d\phi^2} + \frac{1}{\phi} \frac{d\xi}{d\phi} + \left( 1 - \frac{m^2}{\phi^2} \right) \xi = 0, \]
which is Bessel’s differential equation.

When all these operations are combined, we have, as the result, that the limit of
\[ (-\phi)^m \left\{ \left( n^2 - \phi^2 \right)^{\frac{1}{2}} \frac{d}{d\phi} \right\}^m P_n \left\{ \left( 1 - \frac{\phi^2}{n^2} \right)^{\frac{1}{2}} \right\}, \]
when \( n \) is infinite, is Bessel’s function of order \( m \), \( \phi \) being the independent variable.

It would appear from the foregoing process that \( \phi \) is infinite; this however is avoided by making \( \varepsilon \) approach indefinitely closely to the value unity. The geometrical analogue of this relation between \( \phi \) and \( x \) is that whereby any very small portion of a spherical (or other) surface in the neighbourhood of a point is studied, by assuming it ultimately to coincide with the tangent plane of the surface at that point and to be magnified in that plane.

Ex. Verify that the above expression becomes, in the limit, a multiple of \( J_n \).


The primitive of Bessel’s differential equation has been obtained for every case; the further development of the properties of the functions, which occur in that primitive, cannot be given here. The student will find the functions fully treated by Lommel in his *Studien über die Bessel’sche Funktionen* and in several papers by the same writer in the *Mathematische Annalen*, vols. II. III. IV. IX. XIV. XVI.; in particular, the paper in vol. XIV. deals with differential equations which are integrable by Bessel’s functions. Reference should also be made to Neumann’s *Theorie der Bessel’schen Funktionen* and to Heine’s *Theorie der Kugelfunctionen*, 2nd edition, where (vol. I. p. 189) a list of memoirs referring to the functions is given. The most modern and comprehensive book on the subject is G. N. Watson’s *Treatise on Bessel Functions*.

For a general property of all linear differential equations similar to those which have just been discussed and which give rise to functions depending upon a constant parameter, the student may consult, in addition to the foregoing, Sturm, *Liouville*, vol. I.; and Routh, *Proc. Lond. Math. Soc. vol. X.*
Riccati’s Equation.

108. Riccati’s differential equation is
\[ \frac{dy}{dx} + by^2 = cx^n; \]
but it is convenient to consider first the more general form
\[ ax^y + ay + by^2 = cx^n. \]

If in the latter the independent variable be changed from \( x \) to \( z \), where \( z = ax \), and the dependent variable be changed from \( y \) to \( u \), where \( y = uz \), the equation becomes
\[ \frac{du}{dz} + \frac{b}{a} u^2 = \frac{c}{a} \frac{u^{n-2}}{z^n}, \]
which is Riccati’s form.

Consider now the more general form.

Firstly, it can be integrated in finite terms when \( n = 2m \).

For assuming \( y = uz^m \), we find on substitution
\[ ax^{m+1} \frac{du}{dz} + bx^{m+2} uz^m = cu^n, \]
so that
\[ ax^{m-1} \frac{du}{dz} + bu^2 = cu^{n-2m}. \]

In the case when \( n = 2m \), this becomes
\[ ax^{m-1} \frac{du}{dz} = c - bu^2; \]
the variables are separable, and \( u \) is expressible in terms of exponential, or circular, functions according as \( b \) and \( c \) have, or have not, like signs.

Secondly, it can be integrated in finite terms when \( (n \pm 2m)/2m \) is a positive integer.

Let the dependent variable be changed from \( y \) to \( y_1 \), where \( A + \frac{ax^n}{y_1} = y \), and \( A \) is a constant the value of which has yet to be determined. When substitution takes place and the terms are rearranged, the equation becomes
\[ -aA + bA^2 + (n - a + 2bA) \frac{ax^n}{y_1} + b \frac{ax^{2m}}{y_1^2} \frac{dy_1}{dx} = cx^n. \]

We choose \( A \) so that the constant term vanishes; thus \( A = 0 \) or \( A = a/b \).

Taking the value \( a/b \) for \( A \) and substituting in this new form, we have, after a slight change,
\[ ax^y - (a + n) y_1 + cy_1^2 = bx^n. \]

Now this equation is of the same form as that with which we began; and the changes, that have taken place, are in the coefficients—the original \( a \) has changed to \( a + n \), and \( b \) and \( c \) have changed places. In this last equation we write
\[ y_1 = \frac{a + n}{a} + \frac{ax^n}{y_2^i}, \]
the foregoing analysis then shows that the equation in \( y_2 \) will be
\[ ax^y - (a + 2n) y_2 + by_2^n = cx^n. \]

And the result of \( i \) successive transformations will be to reduce the given equation either to
\[ ax^y - (a + in) y_1 + cy_1^2 = bx^n, \]
or to
\[ ax^y - (a + in + 1) y_1 + by_1^2 = cx^n, \]
according as the integer \( i \) is odd or even.

Now, by the case first considered, this equation is integrable in finite terms, if
\[ n = 2(a + in), \]
that is, if
\[ \frac{n - 2a}{2n} \]
is a positive integer.

Taking next the value zero for \( A \), we can easily transform the equation into
\[ ax^y - (n - a) y_1 + cy_1^2 = bx^n, \]
an equation which differs from the former in \( y_1 \) only so far as regards the sign of \( a \). Adopting now for this the preceding series of transformations, we write
\[ y_1 = \frac{n - a}{a} + \frac{ax^n}{y_2}, \]
and the equation in \( y \) is
\[
x \frac{dy}{dx} - (2n - a) y + by^2 = cx^n.
\]
Hence after \( i - 1 \) transformations of this series (and therefore after \( i \) transformations in all) the given equation is reduced either to
\[
x \frac{dy}{dx} - (in - a) y + cy^2 = bx^n,
\]
or to
\[
x \frac{dy}{dx} - (in - a) y + by^2 = cx^n.
\]
In either case, the equation is integrable in finite terms, if
\[n = 2(i - a),\]
that is, if
\[n + 2a = 2n\]
is a positive integer.

Combining then these two results, we infer that the equation
\[x \frac{dy}{dx} - ay + by^2 = cx^n\]
is integrable in finite terms when \((n \pm 2a)/2n\) is a positive integer.

In each case, the integral is given in the form of a finite continued fraction, the last denominator of which involves either exponential or circular functions.

109. We can now obtain conditions that Riccati’s equation shall be integrable in finite terms. From § 108 it follows that
\[
\frac{du}{dx} + bu^2 = cx^m
\]
is transformed by the substitution \( u = y/x \) into
\[x \frac{dy}{dx} - y + by^2 = cx^n,
\]where \( m = n - 2 \). Now the latter equation is so integrable when
\[n + 2 = 2mi,
\]where \( i \) is a positive integer; and therefore Riccati’s equation is integrable in finite terms if
\[m + 2 \pm 2 = 2i(m + 2).\]
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Taking the negative sign, we have
\[m = - \frac{4i}{2i - 1};\]
while the positive sign gives
\[m = - \frac{4(i - 1)}{2i - 1},\]
or (what is the same thing in the case of the latter)
\[m = - \frac{4i}{2i + 1},\]
by merely changing the integer \( i \).

Hence Riccati’s equation is integrable in finite terms, if
\[m = \frac{4i}{2i \pm 1},\]
i being zero or a positive integer.

Ex. Prove that the equation
\[
\frac{du}{dx} + bu^2 u^2 = cx^m
\]
is integrable in finite terms, if
\[m + 1 = - \frac{2i + 1}{2i + 1} \text{ or } - \frac{2i - 1}{2i - 1},\]
i being an integer; and obtain the limitations upon the value of \( i \) in the respective cases.

110. Both Riccati’s equation, and the more general form discussed in § 108, are instances of the equation
\[
\frac{dy}{dx} = P + Qy + Ry^2,
\]where \( P, Q, R \), are functions of \( x \).

Writing
\[y = - \frac{1}{R} \frac{du}{dx},\]
we find that the equation for \( u \) is
\[
\frac{du}{dx^2} - \left( Q + \frac{d \log R}{dx} \right) \frac{du}{dx} + PRu = 0.
\]
The complete primitive of this equation is of the form
$$u = Au_1 + Bu_2;$$
and the corresponding value of $y$ is
$$y = -\frac{1}{R} \left( \frac{du_1}{dx} + \frac{du_2}{dx} \right);$$
which, as it contains one arbitrary constant, is the primitive of the
original equation. In other words, the primitive of
$$\frac{dy}{dx} = P + Qy + Ry^2$$
is of the form
$$y = \frac{cp + q}{cr + s},$$
where $p, q, r, s$, are appropriate functions of $x$, and $c$ is an arbitrary constant.

Moreover, by §§ 76, 77, it follows that, if one particular solution of
the equation for $u$ is known, the most general solution can be
obtained by means of quadratures. A particular value of $u$ leads
to a particular value of $y$; and therefore it may be expected that,
if a particular solution of the equation
$$\frac{dy}{dx} = P + Qy + Ry^2$$
is known, the most general solution can be obtained by quan-
dratures. To establish this inference, let $y_1$ denote the particular
solution that is supposed known; and write
$$y = y_1 + \frac{1}{v},$$
Then we have
$$P + Qy_1 + Ry_1^2 - \frac{1}{v^2} \frac{dv}{dx} = \frac{dy_1}{dx} - \frac{1}{v^2} \frac{dv}{dx} = \frac{dy}{dx} = P + Q \left( y_1 + \frac{1}{v} \right) + R \left( y_1 + \frac{1}{v} \right)^2;$$
and therefore
$$\frac{dv}{dx} + (Q + 2Ry_1)v = -R,$$
so that
$$v e^{\int (Q + 2Ry_1) dx} = A - \int e^{\int (Q + 2Ry_1) dx} dx.$$
When the two quadratures required to give $v$ as an explicit
function have been effected, and when this value of $v$ is substi-
tuted in the expression for $y$, we obtain the most general value
of $y$ which satisfies the equation. (It may be added that the
process just indicated is frequently of practical use in the solution
of differential equations of this type; its effectiveness depends
upon the knowledge of a particular solution.)

It has been assumed that one solution is known. If another
solution is known, we can avoid one of the quadratures in the
expression for $v$. In fact, a second particular solution implies
that a particular value of $v$ is known. Denoting this by $v_1$, and
writing $v = v_1 w$, so that
$$y = y_1 + \frac{1}{v_1 w},$$
we have
$$w \frac{dv_1}{dx} + v_1 \frac{dw}{dx} + (Q + 2Rv_1)v_1 w = -R.$$
But as $v_1$ is a particular value of $v$, we have
$$\frac{dv_1}{dx} + (Q + 2Rv_1)v_1 = -R,$$
so that
$$v_1 \frac{dw}{dx} = R(w - 1),$$
and therefore
$$w - 1 = Ce^{\int \frac{R}{v_1} dx},$$
which requires only one quadrature. When the quadrature has
been effected, and the value of $w$ is substituted, we again have the
most general value of $y$ which satisfies the equation.

The last result depends upon a knowledge of two particular
solutions. If it should happen that three particular solutions
are known, then we can obtain the primitive without requiring to
perform any quadratures. For we have seen that the primitive is of the form

\[ y = \frac{cp + q}{cr + s}, \]

where \( p, q, r, s, \) are appropriate functions of \( x, \) and \( c \) is an arbitrary constant. Let the supposed three integrals be denoted by \( y_1, y_2, y_3, \) and let the corresponding values of \( c \) be \( c_1, c_2, c_3; \) then

\[
\frac{(y - y_1)(y_2 - y_3)}{(y - y_2)(y_3 - y_1)} = \frac{(c - c_1)(c_2 - c_3)}{(c - c_2)(c_3 - c_1)} = B,
\]

where \( B \) is an arbitrary constant because \( c \) is arbitrary. This relation expresses \( y \) in terms of known quantities, and it contains an arbitrary constant. Manifestly it is the primitive, which accordingly can be obtained without any quadratures.

**Ex. 1.** Solve the equation

\[ \frac{dy}{dx} = P(1 - xy) - y^2, \]

where \( P \) is any function of \( x. \) Manifestly, a particular solution is given by

\[ y = \frac{1}{x}; \]

accordingly, we write

\[ y = \frac{1}{x} + \frac{1}{v}, \]

and we find the equation in \( v \) to be

\[ \frac{dv}{dx} - \left( xP + \frac{2}{x} \right) v = 1. \]

Hence

\[ \frac{v}{x} e^{-\int xPdx} = A - \int \frac{dx}{x} e^{-\int xPdx}; \]

and therefore the primitive of the equation is

\[ \frac{1}{xy - 1} = A e^{\int xPdx} - \frac{1}{x^{2}} e^{\int xPdx}. \]

**Ex. 2.** Solve the equations

(i) \[ x(1 - x^2) \frac{dy}{dx} = x^2 + y - 2xy^2; \]

(ii) \[ \frac{dy}{dx} = 2x - (x^2 + 1) y + y^2; \]

(iii) \[ \frac{dy}{dx} = \frac{2}{x} + \frac{1}{2} \left( x - \frac{1}{x} \right) y - \frac{3}{2} y^2; \]

(iv) \[ \frac{dy}{dx} = \cos x - y \sin x + y^2. \]

**Relation between the Equations of Bessel and Riccati.**

111. The equations of § 108 in the form in which they have been discussed are of the first order, but are not linear; there are some important transformations which render them linear of the second order.

In Riccati's equation, let the dependent variable be changed from \( u \) to \( v, \) where

\[ bu = \frac{1}{v} \frac{dv}{dx}, \]

so that, if \( u \) is expressible in finite terms, \( v \) often will be so also; the equation then becomes

\[ \frac{dv}{dx} - bcv^m = 0, \]

which might be taken as a standard form, equivalent to Riccati's equation.

If \( b \) and \( c \) have the same sign (in which case exponential functions occur in \( u), \) this equation may be written

\[ \frac{dv}{dx} - \alpha x^m v = 0. \]

If their signs be unlike (in which case circular functions occur in \( u), \) the equation is

\[ \frac{dv}{dx} + \alpha x^m v = 0. \]

Both of these are integrable in a finite form for the same value of \( m \) that renders Riccati's equation thus integrable.

Change the independent variable from \( x \) to \( z, \) where

\[ qz = \omega t, \]

and

\[ q = \frac{1}{2} m + 1 = \frac{1}{n} \text{ say;} \]

the equation then becomes

\[ \frac{dv}{dz} - \frac{n - 1}{z} \frac{dv}{dz} - bcv = 0. \]
This equation therefore is integrable in a finite form, if
\[ \frac{1}{n} = \frac{i}{m + 1} + 1 = \frac{2i}{2i + 1} = \frac{1}{2i + 1}, \]
whence it follows that \( n \) must be equal to an odd integer; and so, if the equation be written
\[ \frac{d^2u}{dx^2} - \frac{2p}{x} \frac{du}{dx} - p\omega u = 0, \]
the condition of integrability in a finite form is that \( p \) should be an integer.

This is reducible to its normal form by the substitution
\[ v = \frac{1}{\omega} \nu \]
and the equation for \( \nu \) is
\[ \frac{d^2\nu}{dz^2} - p\omega \nu = \frac{p}{2} (p + 1) \nu, \]
which is integrable in a finite form if \( p \) be an integer.

Lastly, let \( \nu = \frac{1}{\omega} t \) be substituted; the equation for \( t \) is
\[ \frac{d^2t}{dz^2} + \frac{1}{2} \frac{dt}{dz} - p\omega t - \frac{1}{2} (p + 1) t = 0, \]
the primitive of which is
\[ t = A J_{p + \frac{1}{2}} \left[ z \left( -b\omega \right) \right] + B J_{-p + \frac{1}{2}} \left[ z \left( -b\omega \right) \right]. \]
If \( p + \frac{1}{2} \) be an integer, this ceases to be the primitive; we then have for the primitive
\[ t = A J_{p + \frac{1}{2}} \left[ z \left( -b\omega \right) \right] + B Y_{p + \frac{1}{2}} \left[ z \left( -b\omega \right) \right]. \]

Hence the solution of Riccati's equation can be expressed in terms of Bessel's functions; and, in particular, the primitive of
\[ \frac{d\nu}{dz} + \lambda \omega e^\nu = 0 \]
is given by
\[ v = \frac{1}{\omega} \left[ A J_{\frac{1}{2}} \left( z\lambda \right) + B J_{\frac{1}{2}} \left( z\lambda \right) \right], \]
or
\[ v = \frac{1}{\omega} \left[ A J_{\frac{1}{2}} \left( z\lambda \right) + B Y_{\frac{1}{2}} \left( z\lambda \right) \right], \]
according as \( m + 2 \) is not, or is, the reciprocal of an integer.

This is immediately derivable from a combination of the preceding transformations.

The only case of failure is that in which \( m + 2 \) is zero, that is, when \( m \) is \( -2 \); the equation is then
\[ \frac{d^2u}{dx^2} + \lambda u = 0, \]
which can be solved by the method of § 47.

For further information upon this equation a memoir by J. W. L. Glaisher in the Phil. Trans., 1881, pp. 759—828, should be consulted, where full references to authorities are given; and the connection between Riccati's equation and Bessel's will be found fully discussed in the book and papers of Lommel to which reference has already (p. 187) been made.

Some examples of the solution expressed by series occur in the Miscellaneous Examples.

**Symbolical Solutions.**

112. In cases, when the solution of a differential equation in series consists of a function in a finite form, or when it consists of a terminating series together with some function or functions in a finite form, it is sometimes possible to obtain a solution of a symbolical nature which will, when the operations therein indicated are performed, prove equivalent to the solution otherwise obtained.

As an example, consider the differential equation
\[ \frac{d^2y}{dx^2} - n^2y = \frac{m(m + 1)}{x^2} y, \]
the solution of which has been proved to be expressible in a finite form when \( m \) is an integer. When the dependent variable is transformed from \( y \) to \( u \) by means of the relation
\[ y = u e^{m+1}, \]
the equation becomes
\[ \frac{d^2u}{dx^2} + 2 (m + 1) \frac{1}{x} \frac{du}{dx} - n^2 u = 0. \]
Consider now the differential equation
\[ \frac{dv}{dx} - n^2 v = 0, \]
the general integral of which is
\[ v = Ae^{nx} + Be^{-nx}, \]
and change the independent variable from \( x \) to \( z \), where \( z \) stands for \( \frac{1}{2}x^2 \); the equation becomes
\[ 2z \frac{d^2 v}{dz^2} + \frac{dv}{dz} - n^2 v = 0. \]
Let this be differentiated \( m + 1 \) times with regard to \( z \), and let \( t \) denote \( \frac{d^{m+1} v}{dz^{m+1}} \); then we have
\[ 2z \frac{d^2 t}{dz^2} + (2m + 3) \frac{dt}{dz} - n^2 t = 0. \]
Let now the independent variable be changed from \( z \) to \( x \); the equation becomes
\[ \frac{dt}{dx} + 2(m + 1) \frac{dt}{dx} - n^2 t = 0. \]
Hence we have
\[ u = t \]
\[ = \frac{d^{m+1} v}{dx^{m+1}} \]
\[ = \left( \frac{1}{x} \frac{d}{dx} \right)^{m+1} (Ae^{nx} + Be^{-nx}); \]
the primitive of the original equation in \( y \) therefore is
\[ y = x^{m+1} \left( \frac{1}{x} \frac{d}{dx} \right)^m (Ae^{nx} + Be^{-nx}). \]
A slightly different form may be given to this, for
\[ \frac{1}{x} \frac{d}{dx} (Ae^{nx} + Be^{-nx}) = \frac{nAe^{nx} - nBe^{-nx}}{x} = \frac{A'e^{nx} + B'e^{-nx}}{x}, \]
on changing the arbitrary constants; and the primitive may be written in the form
\[ y = x^{m+1} \left( \frac{1}{x} \frac{d}{dx} \right)^m (Ae^{nx} + Be^{-nx}). \]
Since the differential equation remains unaltered, when for \( m \) is substituted \( -(m+1) \), the primitive may be expressed in the additional forms
\[ y = x^{-m} \left( \frac{1}{x} \frac{d}{dx} \right)^{-m} (Ae^{nx} + Be^{-nx}) \]
and
\[ y = x^{-m} \left( \frac{1}{x} \frac{d}{dx} \right)^{-m-1} (A'e^{nx} + B'e^{-nx}). \]

Ex. 1. From the foregoing, it can be at once deduced that the primitive of
\[ \frac{dy}{dz} + n^2 y = \frac{6}{z^3} y \]
(an equation arising in investigations connected with the Figure of the Earth) is expressible in the form
\[ y = C \left( 1 - \frac{3}{n^2 x^2} \right) \sin (nx + a) + \frac{3}{n^2} \cos (nx + a). \]

Ex. 2. Prove that the primitive of the differential equation
\[ \frac{d^2 y}{dx^2} + n^2 y = 0 \]
can, in the case when \( q \) is the reciprocal of an odd integer \( 2l + 1 \), be exhibited in the forms
\[ y = z \left( z^{-2l+1} \frac{d}{dz} \right)^{l+1} (Ae^{\frac{nx}{z}} + Be^{-\frac{nx}{z}}), \]
\[ y = z \left( z^{-2l+1} \frac{d}{dz} \right)^{-l} (Ae^{\frac{nx}{z}} + Be^{-\frac{nx}{z}}), \]
\[ y = z \left( z^{-2l+1} \frac{d}{dz} \right)^{l} \left( z^{-l} (Ae^{\frac{nx}{z}} + Be^{-\frac{nx}{z}}) \right)^{1/2}, \]
\[ y = \left( z^{-2l+1} \frac{d}{dz} \right)^{l+1} \left[ z^{-l} (Ae^{\frac{nx}{z}} + Be^{-\frac{nx}{z}}) \right]. \]

(Glaisher.)
Ex. 3. Prove that the primitive of the equation
\[
\frac{d^2 u}{dx^2} + \alpha^2 u = \frac{p}{x} (p+1) u
\]
is given by
\[
u = \frac{C x^{-\mu} \left( \frac{d}{dr} \right) \frac{C x^{-\mu} \left( \frac{d}{dr} \right)}{r^2} \cos \left(r^2 x + a \right)}{r^2}.
\]
where \( r \) is to be put equal to \( \alpha \) after the performance of the differentiations.

(Gaskin.)

In all these cases where the solution of the equation is thus given symbolically, it is not difficult to identify the solution in this form with that obtained in any other form, such as one in series by the earlier methods of this chapter, or as one by means of definite integrals to be indicated in Chapter VII. The student, who wishes for fuller information on the subject of these symbolical solutions and their connection with solutions in other forms, will find a full discussion in the memoir (Section vi.) by J. W. L. Glaisher already (p. 197) quoted.

**MISCELLANEOUS EXAMPLES.**

1. Integrate in series, and express in a finite form, the integrals of the equations
   
   (i) \( x^2 \frac{d^2 y}{dx^2} - \alpha^2 y = 0 \);
   
   (ii) \( x^2 \frac{d^2 y}{dx^2} - \alpha^2 y = 0 \);
   
   and integrate
   
   \[
   \frac{dy}{dx} + \frac{2y}{x} = \left( \ln \frac{x}{a} - \frac{x^2}{a^2} \right) y.
   \]

2. Solve the equations
   
   (i) \( x^2 \frac{d^2 y}{dx^2} - \frac{dy}{dx} + y = 0 \);
   
   (ii) \( x^2 \frac{d^2 y}{dx^2} + (x^2 + 2x) \frac{dy}{dx} + (5x^2 - 30x) \frac{dy}{dx} + (4x + 30) y = 0 \);
   
   (iii) \( \frac{d^2 y}{dx^2} - \alpha^2 \frac{dy}{dx} + \alpha \frac{dy}{dx} = aby - (a + b) x \frac{dy}{dx} \);
   
   (iv) \( (x^2 + 2x^3) \frac{d^2 y}{dx^2} + ((a + 3)x + 2a + 3) \frac{dy}{dx} + ((a + 1)x - 2b) y = 0 \).

3. Integrate in series the differential equation
   
   \( x(1 - 4x) \frac{d^2 u}{dx^2} + (4p - 6x - p + 1) \frac{du}{dx} + p(p - 1) u = 0 \);
   
   and express the integral in the finite form
   
   \[ A \left\{ 1 - \frac{1}{4x} \right\}^p + B \left\{ 1 + \frac{1}{4x} \right\}^p. \]

(Glaisher.)

4. Verify that any root of the equation
   
   \[ y^2 + y + x = 0 \]
   
   satisfies
   
   \[
   \left( \frac{1}{x^2} + \frac{1}{x} + 1 \right) \frac{dy}{dx} + \frac{1}{x} \frac{dy}{dx} - \frac{3}{x} y = 0.
   \]

(Spitzer.)

5. Transform the equation
   
   \[
   \frac{dy}{dx} + (m + x - na) \frac{dy}{dx} + (p - a)(m + x) y = 0,
   \]
   
   by assuming \( y = e^{a x} \xi \) and \( m + x + na = \xi (-n)^2 \), into
   
   \[
   \frac{d^2 \xi}{d x^2} + \frac{2 \xi}{x} = \left( \frac{dx}{d \xi} \right)^2 + \frac{2 \xi}{x} ;
   \]
   
   and integrate the last equation in series.

6. Obtain the primitive of the equation
   
   \[
   \frac{dy}{dx} + \frac{2y}{x} = \frac{dy}{dx}
   \]
   
   in the form
   
   \[ qy = A (qx - 2) + B (qx + 2) e^{-\alpha x}, \]

7. Obtain the primitive of the equation
   
   \[
   \frac{dy}{dx} + \frac{xy}{x^2} = \frac{6y}{x^2}
   \]
   
   in the form
   
   \[ y = A e^{-\alpha x} \left( 1 + \frac{2}{x^2} \right) + B \theta \left( \left( 1 - \frac{1}{x} \right) \sin \left( \frac{3}{2} \theta x + a \right) + \frac{1}{2} \right) \theta \left( \frac{1}{2} \cos \left( \frac{3}{2} \theta x + a \right) \right). \]

(Leslie Ellis.)

8. Prove that the coefficient of \( a \) in the expansion, in ascending powers of \( a \), of
   
   \[ (1 - 2ax + a^2)^{n}, \]
   
   is a solution of
   
   \[ \frac{d}{dx} \left( (1 - 2ax + a^2)^{n} \right) + m (m x - 2a) (1 - 2ax)^{n - 1} y = 0. \]

9. Prove that, with the notation used for the solution of Legendre's equation, \( P_n (\cos \theta) \) is a solution of the differential equation
   
   \[ \left( \frac{d}{d\Theta} \sin \Theta \right)^2 + 4n (a + 1) \sin \Theta \frac{d^2 U}{d\Theta} + 4n (a + 1) \sin \Theta U = 0. \]

10. Prove that, with the notation of §§ 90, 91,
   
   \[
   P_{n+1} Q_n - P_n = \frac{1}{n+1}
   \]
   
   (Trinity Fellowship Examination, 1884.)
11. Prove that the primitive of the equation
\[(1 - x^2) \frac{d^2 y}{dx^2} - 2 (m + 1) x \frac{dy}{dx} + (n + m + 1) (n - m) y = 0\]
is given by
\[y = A \frac{d^m y}{dx^m} + B \frac{d^m Q_n}{dx^m},\]
provided \(m\) be not greater than \(n\).
What is the primitive when \(m\) is greater than \(n\)? (Heine.)

12. Shew that the solution of the equation
\[\frac{d}{dx} \left[ (1 - x^2) \frac{dy}{dx} \right] + n (n + 1) y = \frac{k^2}{1 - x^2} y,\]
where \(k\) is an integer, may be expressed in the form
\[y = (1 - x^2)^{1/2} \sum_{\nu=0}^{\infty} (-1)^\nu \frac{\nu!}{\nu!} \frac{d^\nu}{dx^\nu} y_n,\]
where \(y_n\) is the solution of Legendre's equation.

13. Obtain the primitive of the equation
\[(1 - x^2) \frac{d^2 y}{dx^2} + 2 (m - 1) x \frac{dy}{dx} + (n - m + 1) (n + m) y = 0.\]
(Heine.)

14. Prove that the equation
\[x^2 \frac{d^2 y}{dx^2} + n \frac{dy}{dx} + \frac{1}{y} = 0\]
has, in the case when \(n\) is an integer, for its primitive
\[y = x^{1/2} (n - 1) \left( A J_{n-1} (x^{1/2}) + B Y_{n-1} (x^{1/2}) \right).\]
(Heine.)

15. Obtain the primitive of the equation
\[x^2 \frac{d^2 y}{dx^2} + n x \frac{dy}{dx} + (b + cx^m) y = 0\]
in the form
\[y = x^{1/2} (n - 1) \left[ A J_m \left( \frac{1}{2} \frac{x^m}{m} \right) + B Y_m \left( \frac{1}{2} \frac{x^m}{m} \right) \right],\]
where
\[\mu^2 - m^2 = \frac{1}{2} (n - 1)^2 - b.\]
(Lommel.)

16. Verify that the primitive of
\[x^m \frac{d^m y}{dx^m} = y\]
is
\[y = x^{1/2} \sum_{\nu=0}^m \left[ A_\nu J_\nu \left( \frac{1}{2} \frac{x^m}{m} \right) + B_\nu Y_\nu \left( \frac{1}{2} \frac{x^m}{m} \right) \right],\]
in which \(a_\nu, a_1, \ldots, a_m\), are the roots of the equation \(a^m = m!\); and that of
\[x^m + \frac{1}{2} \frac{d^{m+1} y}{dx^{m+1}} = y\]
is
\[y = x^{1/2} \sum_{\nu=0}^m \left[ \frac{1}{2} \frac{x^{m-\nu}}{m-\nu} \left( \frac{a_\nu x^m}{m} \right) \right],\]
where \(a_0, a_1, \ldots, a_m\), are the roots of \(a^{m+1} = -i\).
(Lommel.)

17. The primitive of the equation
\[x^2 \frac{d^2 y}{dx^2} + y \frac{dy}{dx} = 0\]
is
\[y = x \left( A J_0 (x^2) + B Y_0 (x^2) \right) ;\]
and that of
\[x^2 \frac{d^2 y}{dx^2} + \frac{d^2 y}{dx^2} = 0\]
is
\[y = x \left( A J_{1/2} (x^2) + B Y_{1/2} (x^2) \right).\]
(See, for connection between these two equations, Ex. 10, p. 142.)

18. Prove that, with the notation of § 10, 105,
\[J_{n-1} J_{n+1} - J_{n-2} J_{n+2} = \frac{2 \sin \pi r}{\pi x},\]
n not being an integer, and that
\[Y_{n-1} J_{n+1} - Y_{n+1} J_{n-1} = \frac{1}{x}.\]
(Lommel.)

19. The differential equation
\[\frac{d^u v}{dx^u} + 2Q \frac{du}{dx} + \left( Q^2 + \frac{d^2 u}{dx^2} + u - m (m+1) \right) u = 0\]
is integrable in finite terms, whatever function of \(x\) is denoted by \(Q\), provided \(m\) be an integer.

20. The equation
\[\frac{dx^u}{x^2} + \frac{r dx}{x} = \left( \frac{a^m + c}{x^2} \right) u\]
is integrable in finite terms, if
\[m + 2 = \frac{2 \left( (1 - r)^2 + 4c \right)}{2r + 1},\]
where \(r\) is a positive integer or zero.
(Malmsten.)
21. Prove that the coefficient of $x^{n+1}$ in the expansion of $e^{ax+bx^2}$ satisfies the differential equation

$$\frac{d^2u}{dx^2} - \alpha^2 u = \frac{p(p+1)}{a^2} u.$$  

(Glaisher.)

22. Show that, if $y = X$ be a solution of the equation

$$\frac{d^n y}{dx^n} + k_0 y = 0$$

($k$ being a constant), then a solution of

$$\frac{d^n y}{dx^n} + k_0 y = \frac{b^n}{a^n} \frac{d^n y}{dx^n}$$

is given by

$$y = x^n (n+1) \left( \frac{1}{a^n} \frac{d}{dx} \right)^p X \frac{1}{x^{n+1}}.$$  

Hence solve the equation

$$\frac{d^2 y}{dx^2} - \frac{4}{a} \frac{dy}{dx} + \frac{1}{a^2} y = 0.$$  

(Leslie Ellis.)

23. The equation

$$(1 - ax^2) \frac{d^2 y}{dx^2} - 2b \frac{dy}{dx} - cy^2 = 0$$

is integrable in finite terms in the following cases:

(i) when $\frac{b}{a}$ is an odd integer;

(ii) when $\left( \frac{1 - b^2}{a^2} - \frac{4c}{a} \right)^{\frac{1}{2}}$ is an odd integer;

(iii) when $\frac{b}{a} \pm \left( \frac{1 - b^2}{a^2} - \frac{4c}{a} \right)^{\frac{1}{2}}$ is an odd integer.

24. Prove that the equation

$$(e + bx)a^2 \frac{d^2 u}{dx^2} + (e + cx^2) \frac{d u}{dx} + (f + gx^3) u = X$$

admits of finite solution,

(i) when any one of the four quantities $\alpha - \beta$ is an even integer,

(ii) when any two of the quantities

$$\alpha_1 - \alpha_2, \beta_1 - \beta_2, \alpha_1 + \alpha_2 - \beta_1 - \beta_2,$$

are odd integers; where $\alpha_1, \alpha_2, \beta_1, \beta_2$ are the roots of the respective quadratic equations

$$\frac{1}{2} \beta \beta (a - 2)(a^2 - 2n - 2) + \frac{1}{2} \alpha \alpha (a^2 - 2n) + g = 0,$$

and

$$\frac{1}{2} \alpha \alpha (a - 2) + \frac{1}{2} \beta \beta (a^2 - 2n - 2) + f = 0.$$  

(Pfaff.)

25. Prove that the three expressions

$$\frac{1}{x - p} \left\{ \frac{1}{p - \frac{1}{2}} \frac{1}{a^2 x^2} + \frac{1}{p - \frac{1}{2}} \frac{1}{(p - \frac{1}{2})(p - \frac{3}{2})} \frac{1}{a^2 x^2} + \frac{1}{p - \frac{1}{2}} \frac{1}{(p - \frac{1}{2})(p - \frac{3}{2})(p - \frac{5}{2})} \frac{1}{a^2 x^2} + \cdots \right\},$$

$$e^{ax} \frac{1}{x - p} \left\{ \frac{1}{a^2 x^2} + \frac{p}{p - \frac{1}{2}} \frac{1}{a^2 x^2} + \frac{p}{p - \frac{1}{2}} \frac{1}{(p - \frac{1}{2})(p - \frac{3}{2})} \frac{1}{a^2 x^2} + \cdots \right\},$$

$$e^{-ax} \frac{1}{x - p} \left\{ \frac{1}{a^2 x^2} + \frac{p}{p - \frac{1}{2}} \frac{1}{a^2 x^2} + \frac{p}{p - \frac{1}{2}} \frac{1}{(p - \frac{1}{2})(p - \frac{3}{2})} \frac{1}{a^2 x^2} + \cdots \right\},$$

are particular solutions of the equation

$$\frac{d^2 u}{dx^2} - \alpha^2 u = \frac{p(p+1)}{a^2} u.$$  

Show that, when $p$ is not an integer, these three expressions are equal to one another; and obtain, in this case, a second and independent particular solution.

26. Prove that the primitive of

$$\frac{d^2 y}{dx^2} - \alpha^2 y = \frac{p(p+1)}{a^2} y$$

may be written in either of the forms

$$y = x^{p+1} \left( \frac{d}{dx} \right)^p \{e^{ax} + Be^{ax}\},$$

$$y = x^{p+2} \left( \frac{d}{dx} \right)^{p+1} \{x^{\frac{n+2}{n+1}} (Ae^{ax} + Be^{-ax})\}.$$  

(Boole.)

Prove that the primitive of the same equation may also be written in the form

$$y = x^p \left( \frac{d}{dx} \right)^p (Ae^{ax} + B e^{-ax}).$$  

(Donkin.)

27. The primitive of the equation

$$x \frac{d^3 y}{dx^3} + (m + n + (\alpha + \beta) x) \frac{dy}{dx} + (m \beta + n \alpha + \alpha \beta) y = 0$$

can be expressed in the form

$$y = Ae^{-\alpha x} \frac{d^{n+1}}{dx^{n+1}} \{e^{(a-\alpha)(x-P)} + Be^{-\beta x} \frac{d^{n-1}}{dx^{n-1}} \{e^{(a-\beta)(x-P)}\}.$$

Obtain that of

$$\frac{d^2 y}{dx^2} + my^2 = x \frac{dy}{dx}$$

in the form

$$y = Axe^{\alpha x} \frac{d^m}{dx^m} \{e^{\alpha x} + B e^{\alpha x} \frac{d^{m-1}}{dx^{m-1}} \{e^{\alpha x} \}. $$  

(Spitzer.)
28. The orthogonal trajectory of the system of surfaces of revolution given by \( P_n = \varphi n^{n-1} \), where \( P_n \) is the solution of Legendre's equation and its argument \( x \) is the cosine of the vectorial angle of any point, is given by the equation

\[ P_{n+1} - P_{n-1} = nx. \]

29. Prove that, if the equation

\[ \frac{d^2y}{dx^2} + f(x) = 0, \]

be transformed by the relations \( z = (ax + d) = ax + b \) and \( y = u(ax + d)^2 \), so that \( u \) is the new dependent variable, the new equation is

\[ \frac{d^2u}{dx^2} + uF(x) = 0, \]

where

\[ F(z) = \left(\frac{dz}{dx}\right)^3 f(x). \]

Hence, or otherwise, solve the equation

\[ \frac{d^2y}{dx^2} = (Ax^2 + 2Bx + C)^3, \]

30. Obtain the primitive of the equation

\[ \frac{dy}{dx} + \frac{y}{x} = \frac{x}{x^2 - 1} \]

in the form

\[ A(E - K) + B(E') \]

\[ \frac{y}{AE + B(E' - K')} \]

where \( A + B \) is an arbitrary constant, while \( K, K', E, E' \), are the complete elliptic integrals of the first and second kind respectively with modulus \( x \).

CHAPTER VI

HYPERGEOMETRIC SERIES

113. The series

\[ 1 + \frac{a^2}{1 \cdot \gamma} x + \frac{a(a + 1) \beta}{1 \cdot 2 \cdot \gamma(\gamma + 1)} x^2 + \frac{a(a + 1)(a + 2) \beta(\beta + 1)(\beta + 2)}{1 \cdot 2 \cdot 3 \cdot \gamma(\gamma + 1)(\gamma + 2)} x^3 + \ldots \]

is called the hypergeometric series and is usually denoted by \( F(a, \beta, \gamma, x) \); the four quantities \( a, \beta, \gamma, x \), are called the elements, and of these \( x \) alone is variable. The elements \( a \) and \( \beta \) may be interchanged without affecting the value of \( F \); if either of them be a negative integer, the series will consist of a finite number of terms; otherwise it will proceed to infinity. It will be assumed that \( \gamma \) is not a negative integer, so that infinite terms may be excluded.

The series converges* for all real values of \( x \) such that \(-1 < x < 1\). It diverges if \( x > 1 \) and if \( x < -1 \). When \( x = 1 \), the series converges if \( \gamma - a + \beta \), and it diverges if \( \gamma < a + \beta \). When \( x = -1 \), the series converges if \( \gamma + 1 > a + \beta \), and it diverges if \( \gamma + 1 > a + \beta \). It is important to consider the actual range of convergence of the series; for the most part, we shall not consider the conditions of convergence for values of \( x \) at the limits of the range.

The series is one of very great generality, and it includes as particular examples many of the series which occur in analysis. The following examples admit of easy verification:

I. \[ (1 + x)^n = F(-n, \beta, \beta, -x). \]

II. \[ (1 + x)^n + (1 - x)^n = F(-\frac{1}{2}n, -\frac{1}{2}n, \frac{1}{2}, \frac{1}{2}, x^n). \]

* Bromwich, An Introduction to the theory of infinite series, pp. 33, 35.
III. \( \log(1 + x) = \sum F(1, 1, 2, -x) \).

IV. \( \log \frac{1 + x}{1 - x} = 2x F\left(\frac{1}{2}, 1, \frac{3}{2}, x^2\right) \).

V. \( e^x = F\left(1, \beta, 1, \frac{x^2}{\beta}\right) \), when \( \beta = \infty \).

VI. \( \cosh x = F\left(\alpha, \beta, \frac{1}{2}, \frac{x^2}{4\alpha\beta}\right) \), when \( \alpha = \infty = \beta \).

VII. \( \cos nx = F\left(\frac{1}{2} n, -\frac{1}{2} n, \frac{1}{2}, \sin^2 x\right) \).

Ex. 1. Prove that all the differential coefficients of the series diverge for the value \( x = 1 \) if the series itself diverges for that value; and that all the differential coefficients, from and after one of some order, diverge for the value \( x = 1 \) though the series converges for that value.

Ex. 2. Express as hypergeometric series

(i) \( \sin t \), the variable element in the series being \( t^2 \);
(ii) \( \sin nt \), the variable element in the series being \( \sin^2 t \);
(iii) \( \cos nt \), the variable element in the series being \( -\tan^2 t \).

Other examples are given by Gauss at the beginning of his earlier memoir referred to in § 134.

114. Let the coefficient of \( x^r \) be written \( A_r \); then the relation connecting consecutive \( A \)'s is

\[ (1 + r)(\gamma + r) A_{r+1} = (\alpha + r)(\beta + r) A_r. \]

Consider the differential equation

\[ (\gamma + r) \left( (\gamma + 1) (\gamma + r) - \frac{1}{x} \gamma \right) y = 0 \quad \ldots \ldots \ldots (i), \]

in which \( \gamma \) stands for the operator \( \frac{d}{dx} \). A solution of this equation can be obtained in a series; let the series be

\[ y = B_0 x^\alpha + B_1 x^{\alpha+1} + B_2 x^{\alpha+2} + \ldots. \]

Substitute this value in the differential equation, which must be identically satisfied; each separate power of \( x \) must therefore disappear in virtue of the constant multiplying it being zero. Thus, for the lowest power, we have

\[ -\mu (\mu + \gamma - 1) B_0 = 0; \]

and from the vanishing of the coefficients of the higher powers, the relation between the successive quantities \( B \) is given by

\[ (\mu + r + 1)(\mu + r + \gamma) B_{r+1} - (\mu + r + \alpha)(\mu + r + \beta) B_r = 0. \]

We shall assume that the first coefficient \( B_0 \) is not zero, because the relation \( B_0 = 0 \) would make all the \( B \)'s zero; and thus the former equation is satisfied by either

\[ \mu = 0; \]

or

\[ \mu = 1 - \gamma. \]

115. Take first the value \( \mu = 0 \); the relation connecting the quantities \( B \) becomes

\[ (1 + r)(\gamma + r) B_{r+1} = (\alpha + r)(\beta + r) B_r. \]

Now when \( B_0 = 1 = A_0 \), the relation just proved, compared with that which connects the \( A \)'s, shows that \( B_r = A_r \); and therefore the series assumed for \( y \) becomes the hypergeometric series. Thus one solution of the differential equation (i) is \( F(\alpha, \beta, \gamma, x) \).

Let the operating factors in (i) be expanded and terms of the same order collected; then the equation may be written

\[ [(1 - x) \gamma + (\gamma - 1 - x(\alpha + \beta)) \gamma - \alpha \beta x] y = 0. \]

But

\[ \gamma = \frac{d}{dx}, \]

\[ \gamma^2 = \frac{d^2}{dx^2} + \alpha x \frac{d}{dx} \]

when these values are inserted, the above equation, after rearrangement and division by \( x^2 (1 - x) \), becomes

\[ \frac{d^2 y}{dx^2} + \gamma - (\alpha + \beta + 1) \frac{dy}{dx} \frac{\alpha \beta}{x(1 - x)} y = 0 \quad \ldots \ldots \ldots (1), \]

which is the differential equation satisfied by \( F(\alpha, \beta, \gamma, x) \).

Take next the value \( \mu = 1 - \gamma \); the relation connecting the quantities \( B \) becomes

\[ (1 + r)(2 - \gamma + r) B_{r+1} = (\alpha + 1 - \gamma + r)(\beta + 1 - \gamma + r) B_r. \]

Let \( B_0 = 1 \); this equation shows that the quantities \( B \) are the successive coefficients in a hypergeometric series whose constant elements are respectively \( \alpha + 1 - \gamma, \beta + 1 - \gamma, 2 - \gamma \). The series assumed for \( y \) begins with \( x^{2-\gamma} \); hence the value of \( y \) is

\[ x^{2-\gamma} F(\alpha + 1 - \gamma, \beta + 1 - \gamma, 2 - \gamma, x), \]

so that this also is a solution of the differential equation (1).
We have thus two particular solutions of this differential equation; and therefore any other particular solution, which is finite for values of \( x \) such that \(-1 < x < 1\), may be represented by

\[
AF(x, \beta, \gamma, x) + Bx^{\beta-\gamma}F(x+1-\gamma, \beta+1-\gamma, 2-\gamma, x),
\]

where \( A \) and \( B \) are constants, the values of which may be determined by comparing powers of \( x \). If in this expression \( A \) and \( B \) denote arbitrary constants, it furnishes the primitive of (1).

116. To reduce (1) to its normal form, we must compare it with the general linear equation of the second order. We then have

\[
P = \frac{\gamma - (\alpha + \beta + 1) x}{x(1-x)}, \quad Q = \frac{-\alpha \beta}{x(1-x)},
\]

and therefore the invariant \( I \), being

\[
I = \frac{1}{2} \left[ 4Q - 2 \frac{dP}{dx} - P^2 \right],
\]

becomes, after some reductions,

\[
\frac{1}{2} \frac{1 - \lambda^2}{\omega^2} + \frac{1 - \nu^2}{(\omega - 1)^2} + \frac{\lambda^2 - \mu^2 + \nu^2 - 1}{\omega (x - 1)},
\]

where

\[
\lambda^2 = (1 - \gamma)^2; \quad \mu^2 = (\alpha - \beta)^2; \quad \nu^2 = (\gamma - \alpha - \beta)^2.
\]

Let this invariant be denoted either by \( I \) or \( \Psi (x) \); the latter form will be convenient when the independent variable comes to be changed.

Thus equation (1), by the substitution

\[
v = yx^\frac{1}{2} \int P \, dx
\]

becomes

\[
\frac{d^2v}{dx^2} + v\psi (x) = 0 \quad \text{.................................(2)},
\]

in which \( \psi (x) \) denotes the foregoing function of \( x \).

Set of 24 Particular Solutions.

117. We now proceed to find some further particular solutions of this differential equation. It follows from the investigation of § 64 that the conditions, which must be satisfied in order that the equations

\[
\frac{d^2v}{dx^2} + v\psi (x) = 0
\]

and

\[
\frac{d^2z}{dt^2} + z\psi_1 (t) = 0 \quad \text{.................................(3)}
\]

should be transformable into one another, are firstly,

\[
v = z \left( \frac{dt}{dz} \right)^{-\frac{1}{2}} = zu,
\]

and secondly,

\[
\frac{1}{2} \left[ t, x \right] + \left( \frac{dt}{dz} \right)^2 \psi_1 (t) - \psi (x) = 0 \quad \text{..............(4)}.
\]

Hence, if we consider \( \psi_1 (t) \) as a given function of \( t \), the latter equation will give the value of \( t \) in terms of \( x \); and when this value is found, the former will furnish the relation between \( v \) and \( z \).

Now assume that the function \( \psi_1 (t) \) is such as to make equation (3) the normal form of the equation satisfied by a hypergeometric series with constant elements \( \alpha', \beta', \gamma' \); and suppose that we can obtain from (4) a value of \( t \) in terms of \( x \). Then, since the value of \( u \) will be at once derivable from that of \( t \), we have a solution of (2) in the form

\[
u(1-t)^{\frac{1}{2}}(\alpha' + \beta' + 1 - \gamma) F(\alpha', \beta', \gamma', t);
\]

and this is distinct from the value of \( v \) in § 116.

118. The primitive of (4) will give \( t \) as a function of \( x, \alpha, \beta, \gamma, \alpha', \beta', \gamma' \); let us select those forms of this function, which make \( t \) dependent on \( x \) alone and independent of the two sets of constant elements. We may, to obtain these, write

\[
[t, x] = 0,
\]

\[
\psi_1 (t) \left( \frac{dt}{dz} \right)^2 = \psi (x).
\]
The former of these, on multiplication by $t^{-\frac{1}{2}}$, is directly integrable in the form

$$t'' t^{-\frac{1}{2}} = C;$$

proceeding with the integration, we have

$$t = A - \frac{4}{C} \frac{ax + b}{cx + d},$$

on changing the constants. This is the general value of $t$ which makes the function $[t, x]$ vanish. But the conditions require that

$$\psi_1(t) \left( \frac{dx}{dt} \right)^2 = \psi(x),$$

or

$$\frac{(ac - bd)^2}{(ax + b)(cx + d)} \psi_1 \left( \frac{ax + b}{cx + d} \right) = \psi(x);$$

and this will not be satisfied for arbitrary values of these constants, which must therefore be determined so as to be independent of the constant elements of the series. Now

$$\psi(x) = \frac{1}{2} \frac{Ax^2 + Bx + C}{ax^2 (1 - \frac{x}{a})^2},$$

where

$$A = 1 - a^2,$$
$$B = a^2 + a^2 - a^2 - 1,$$
$$C = 1 - \lambda^2;$$

and we may write

$$\psi_1(t) = \frac{1}{2} \frac{A' x^2 + B' t + C'}{a^2 (1 - t)^2}.$$

Hence the constants $a, b, c, d$, must be such as to satisfy

$$\frac{Ax^2 + Bx + C}{a^2 (1 - \frac{x}{a})^2} = \frac{(ac - bd)^2 A' (ax + b)^2 + B' (ax + b)(cx + d) + C' (cx + d)^2}{(ax + b)(cx + d)^2 (c - a) x + d - b]^2}.$$

The quantities $\alpha, \beta, \gamma$ (and therefore $A, B, C$ which are functions of them) are arbitrary, and thus the numerator and denominator of the left-hand fraction can have no common factor except a constant; and similarly for the right-hand side. Hence we may write

$$m (A x^2 + B x + C) = (a d - b c)^2 [A' (ax + b)^2 + B' (ax + b)(cx + d) + C' (cx + d)^2].$$

$m (1 - x)^2 = (ax + b)(cx + d) [(c - a) x + d - b]^2,$

in which $m$ is constant. The latter of these equations will determine the values of $a, b, c, d$ which are admissible; the former will then serve to indicate the relations of $\alpha', \beta', \gamma'$ to $\alpha, \beta, \gamma$, in order that the expression at the end of § 117 may be a solution of (1).

119. Comparing now the coefficients of the different powers of $x$ on the two sides of the latter equation, we find that the following six sets of values for the constants make the equation identically satisfied:

(i) $c = 0 = b = a - d; \quad m = a^2;$$
(ii) $c = 0 = d - b = a + b; \quad m = a^2;$$
(iii) $a = 0 = d = a - b; \quad m = a^2;$$
(iv) $a = 0 = d - b = c + d; \quad m = a^2;$$
(v) $b = 0 = c - a = a + d; \quad m = a^2;$$
(vi) $d = 0 = c - a = a + b; \quad m = a^2.$

These values, substituted successively in the expression for $t$ in terms of $x$, give:

(i) $t = x;$ (ii) $t = 1 - x;$ (iii) $t = \frac{1}{a};$
(iv) $t = \frac{1}{1 - x};$ (v) $t = \frac{x}{a - 1};$ (vi) $t = \frac{x - 1}{x},$

respectively; and these form the complete system of values of $t$ required.

120. We now transform the first of the two equations by means of each of these in turn, and obtain the necessary relations between $\alpha', \beta', \gamma'$ and $\alpha, \beta, \gamma$.

Consider first the set of values (i). We have

$$Ax^2 + Bx + C = A' x^2 + B' x + C',$$

so that

$$A = A', \quad B = B', \quad C = C'.$$
or, what is an equivalent set of equations,

\[ \chi^2 = \lambda^2; \quad \mu^2 = \mu^2; \quad \nu^2 = \nu^2. \]

When expressed in terms of the constant elements, these relations are

\[ (1 - \gamma)^2 = (1 - \gamma)^2, \]
\[ (\alpha - \beta)^2 = (\alpha - \beta)^2, \]
\[ (\gamma' - \alpha - \beta)^2 = (\gamma - \alpha - \beta)^2. \]

and (remembering that an interchange of the first and second constant elements makes no change in a hypergeometric series), we find that these are satisfied by

(1) \( \alpha' = \alpha \)
(2) \( \alpha' = \gamma - \alpha \)
(3) \( \alpha' = \alpha - \gamma + 1 \)
(4) \( \alpha' = 1 - \alpha \)

Since \( t = \omega \), \( \frac{dt}{d\omega} \) is unity and therefore \( \omega \) is unity for this value of \( t \); and the particular solutions of the \( v \)-equation, which correspond to these four sets of values, are respectively

\[ ax^\gamma (1 - x)^{(\alpha + \beta + 1 - \gamma)} F(\alpha, \beta, \gamma, x), \]
\[ ax^\gamma (1 - x)^{(\gamma - \alpha - \beta + 1)} F(\gamma - \alpha, \gamma - \beta, \gamma, x), \]
\[ ax^\gamma (1 - x)^{(\alpha + \beta + 1 - \gamma)} F(\alpha - \gamma + 1, \beta - \gamma + 1, 2 - \gamma, x), \]
\[ ax^\gamma (1 - x)^{(\gamma - \alpha - \beta + 1)} F(1 - \alpha, 1 - \beta, 2 - \gamma, x). \]

Now these are solutions of equation (2). In order to obtain the corresponding solutions of equation (1), we must (§ 116) multiply each of them by

\[ ax^{-\gamma} (1 - x)^{-\gamma} \]

and therefore four particular solutions of equation (1) are

(I) \( y = F(\alpha, \beta, \gamma, x) \);

(II) \( y = (1 - x)^{\gamma-\beta} F(\gamma - \alpha, \gamma - \beta, \gamma, x) \);

(III) \( y = x^{\gamma-\gamma} F(\alpha - \gamma + 1, \beta - \gamma + 1, 2 - \gamma, x) \);

(IV) \( y = x^{\gamma-\gamma} (1 - x)^{\gamma-\beta} F(1 - \alpha, 1 - \beta, 2 - \gamma, x) \).

120-121] SOLUTIONS

Treating now the relation \( t = 1 - x \) in the same way, we find other four particular solutions in the forms

(V) \( y = F(\alpha, \beta, \alpha + \beta - \gamma + 1, 1 - \alpha) \);

(VI) \( y = x^{\gamma-\gamma} F(\alpha - \gamma + 1, \beta - \gamma + 1, \alpha + \beta - \gamma + 1, 1 - \alpha) \);

(VII) \( y = (1 - x)^{\gamma-\beta} F(\gamma - \alpha, \gamma - \beta, \gamma - \alpha - \beta + 1, 1 - \alpha) \);

(VIII) \( y = x^{\gamma-\gamma} (1 - x)^{\gamma-\beta} F(1 - \alpha + 1, 1 - \beta, \gamma - \alpha - \beta + 1, 1 - \alpha) \);

And from the relation \( t = \frac{1}{x} \), we have as one particular solution

(IX) \( y = x^{\gamma-\gamma} F(\alpha - \gamma + 1, \alpha - \beta + 1, 1 - \frac{1}{x}) \).

121. All the particular solutions for the different values of \( t \) can be found in the above manner. Each value of \( t \) leads to four particular solutions, so that there are in all 24 of these. But this laborious method of obtaining the remainder need not now be adopted; it is possible to write down, from the nine foregoing, the following fifteen to complete the set:

(X) \( y = x^{\gamma-\gamma} F(\beta - \gamma + 1, \beta - \alpha + 1, 1 - \frac{1}{x}) \);

(XI) \( y = x^{\gamma-\gamma} F(1 - \alpha, \gamma - \alpha, \beta - \alpha + 1, 1 - \frac{1}{x}) \);

(XII) \( y = x^{\gamma-\gamma} F(1 - \beta, \gamma - \beta, \alpha - \beta + 1, 1 - \frac{1}{x}) \);

(XIII) \( y = (1 - x)^{\gamma-\gamma} F(\alpha, \gamma - \beta, \alpha - \beta + 1, \frac{1}{1 - x}) \);

(XIV) \( y = (1 - x)^{\gamma-\gamma} F(\beta, \gamma - \beta, \alpha - \beta + 1, \frac{1}{1 - x}) \);

(XV) \( y = x^{\gamma-\gamma} F(\alpha + \gamma - 1, 1 - \beta, \alpha - \beta + 1, \frac{1}{1 - \alpha}) \);

(XVI) \( y = x^{\gamma-\gamma} F(1 - \alpha, \gamma - \beta, \beta - \alpha + 1, \frac{1}{1 - \alpha}) \);

(XVII) \( y = (1 - x)^{\gamma-\gamma} F(\alpha, \gamma - \beta, \gamma - \alpha - \beta + 1, \frac{x}{x - 1}) \);
(XVIII) \[ y = (1 - x)^{-\beta} F \left( \beta - \gamma - 1, 1 - \beta, 2 - \gamma, \frac{\alpha}{x - 1} \right); \]

(XIX) \[ y = x^{-\gamma} (1 - x)^{-\alpha - 1} F \left( \alpha - \gamma + 1, 1 - \beta, 2 - \gamma, \frac{\alpha}{x - 1} \right); \]

(XX) \[ y = x^{\alpha - \gamma} (1 - x)^{-\beta - 1} F \left( \beta - \gamma + 1, 1 - \alpha, 2 - \gamma, \frac{\alpha}{x - 1} \right); \]

(XXI) \[ y = x^{\alpha - \gamma} F \left( \alpha, \alpha - \gamma + 1, 1 - \beta - \gamma + 1, \frac{\alpha - 1}{\alpha} \right); \]

(XXII) \[ y = x^{\alpha - \beta} F \left( \beta, \beta - \gamma + 1, 1 + \beta - \gamma + 1, \frac{\alpha - 1}{\alpha} \right); \]

(XXIII) \[ y = x^{\alpha - \gamma} (1 - x)^{-\beta + 1} F \left( 1 - \alpha, \alpha - \gamma, \alpha - \beta + 1, \frac{\alpha - 1}{\alpha} \right); \]

(XXIV) \[ y = x^{\alpha - \beta} (1 - x)^{-\alpha + 1} F \left( 1 - \beta, \beta - \gamma - 1, \beta - \gamma - 1, \frac{\alpha - 1}{\alpha} \right). \]

Relations between the Particular Solutions.

122. Let these solutions be denoted by

\[ y_1, y_2, \ldots, y_m, y_m, \]

the suffixes and the numbers of the foregoing equations corresponding to one another. These quantities \( y \) are not independent: for, by the ordinary property of a linear differential equation of the second order (of which they all are solutions), there is between any three of them \( y_1, y_2, y_3 \), a relation of the form

\[ y_3 = Ay_1 + By_2; \]

and we must find these relations for the different combinations of the solutions. But certain cases will arise in which either \( A \) or \( B \) will be zero, and therefore the corresponding solutions will differ from one another only by a constant factor; and these can be recognised by the application of the following lemma:

If there be two solutions of the differential equation (1) developed in the same ascending powers of \( x \), and if both series converge, then they differ from one another only by a constant factor.

For the sake of simplicity suppose one of the solutions to be \( F(\alpha, \beta, \gamma, x) \) and the other, when developed in ascending powers of \( x \), to be given by

\[ y = A + Bx + Cx^2 + \ldots \]

Substituting this value of \( y \) in the differential equation we should, by a process similar to that in § 114, find \( y = \Lambda F(\alpha, \beta, \gamma, x) \), which proves the lemma.

123. Let us apply this lemma to obtain the particular solutions which are equal to \( y_1 \); this we shall suppose to be a converging series, so that \( -1 < x < 1 \). Then \( y_1 \) is also a converging series proceeding in the same ascending powers of \( x \) as \( y_1 \); the first term in each is unity; the constant factor of the lemma is therefore 1, and we have

\[ y_1 = y_2. \]

The next one in the list which, expanded in ascending powers of \( x \), begins with \( x^\phi \) is \( y_2 \); when we select from

\[ F(\alpha, \beta, \alpha + \beta - \gamma + 1, 1 - \alpha) \]

the coefficient of \( x^\phi \), we find it to be

\[ (-1)^n \frac{\alpha(\alpha - 1)\ldots(\alpha + n - 1)\beta(\beta + 1)\ldots(\beta + n - 1)}{1\cdot 2\cdot \ldots n(\alpha + \beta - \gamma + 1)(\alpha + \beta - \gamma + 2)\ldots(\alpha + \beta - \gamma + n)} \times F(\alpha + n, \beta + n, \alpha + \beta - \gamma + n + 1, 1, 1). \]

But in this coefficient \( F \) is converging (and so has a finite value) only if

\[ \alpha + \beta - \gamma + n + 1 - (\alpha + n) - (\beta + n) \]

be positive (see § 113), that is, if \( 1 - \gamma - n \) be positive. Hence from and after some definite term the coefficients of the powers of \( x \) will be diverging series; and we cannot then consider the series \( F(\alpha, \beta, \alpha + \beta - \gamma + 1, 1 - \alpha) \) to be converging though expansible in ascending powers of \( x \). Hence \( y_2 \) is not equal to \( y_1 \).

Dealing with \( y_2, y_3, y_4, y_5, y_6, y_7, y_8 \), in the same way, it will be found that the last two alone are converging series at the same time as \( F(\alpha, \beta, \gamma, x) \); and hence we have

\[ y_3 = y_4 = y_5 = y_6 = y_7 = y_8 \] (i).

Again \( y_3 \) and \( y_4 \), and \( y_5 \) and \( y_6 \), and \( y_7 \) and \( y_8 \), are derived from each other by exactly similar transformations of elements;
thus to pass from \( y_i \) to \( y_i \), the former is multiplied by \( x^\gamma \), the new first and second elements being obtained by subtracting the old third from the old first and second and adding unity to each result, and the new third element by subtracting the old third element from 2. This process is seen to be the same for all; and therefore

\[ y_5 = y_4 = y_{10} = y_{20} \]  

(ii).

Ex. Prove that

\[ y_5 = y_0 = y_{12} = y_{22} \]  

(iii),

\[ y_7 = y_9 = y_{23} = y_{34} \]  

(iv),

\[ (-1)^{-\omega} y_0 = (-1)^{\beta - \gamma} y_{12} = y_{13} = (-1)^{\alpha - \gamma} y_{15} \]  

(v),

\[ (-1)^{\gamma} y_{10} = (-1)^{\beta - \gamma} y_{11} = y_{14} = (-1)^{\alpha - \gamma} y_{16} \]  

(vi).

It thus appears that the 24 solutions can be divided into six classes; and the equal members of these classes we may denote respectively by \( Y_1, Y_2, Y_3, Y_4, Y_5, Y_6 \), corresponding to the above sets of quantities in order. It remains to find such relations as there may be between these owing to the fact that they are solutions of the differential equation.

124. Account, however, must be taken of the ranges in which the respective integrals have significance.

The range of convergence of the hypergeometric series, which occur in \( y_i, y_0, y_{12}, y_{13}, y_1, \), is \(-1 < x < 1\). For those which occur in \( y_5, y_{10}, \), it is \(-1 < 1 - x < 1\); that is, the range is \( 0 < x < 2\). For those which occur in \( y_0, y_{12}, y_{11}, y_{12}, \), it is \(-1 < 2x < 1\); that is, the range consists of the two parts, \(-\infty < x < 1\) and \(1 < x < +\infty\). For those which occur in \( y_{12}, y_{13}, y_{12}, y_{13}, \), it is \(-1 < \frac{1}{1-x} < 1\); that is, the range consists of the two parts, \(-\infty < x < 0\) and \(2 < x < +\infty\). For those which occur in \( y_7, y_{23}, y_7, y_{20}, \) it is \(-1 < \frac{x}{x-1} < 1\); that is, the range is \(-\infty < x < \frac{1}{2}\). Finally, for those which occur in \( y_{23}, y_7, y_2, y_{23}, \), it is \(-1 < \frac{x}{x-1} < 1\); that is, the range is \(\frac{1}{2} < x < +\infty\).

Thus in \( Y_1 \), the quantities \( y_i \) and \( y_i \) are equal over the range \(-1 < x < 1\); the quantities \( y_i \) and \( y_i \) are equal over the range \(-\infty < x < \frac{1}{2}\); all the four quantities are equal over the range \(-1 < x < \frac{1}{2}\). Similarly, for the sets of four quantities in \( Y_2, Y_3, Y_4, Y_5, Y_6 \), for their respective ranges.

Now, when \( \gamma \) is not equal to unity*, the two solutions \( y_i \) and \( y_i \) are linearly independent of one another; and they coexist in the range \(-1 < x < 1\). They therefore suffice for the expression of the primitive of the equation, and also for the expression of any special integral of the equation, existing in that range or in any portion of that range.

The primitive of the equation in the whole of that range is

\[ y = Ay_1 + By_2, \]

where \( A \) and \( B \) are arbitrary constants.

A special integral of the equation is \( y_5 \), which exists in the range \( 0 < x < 2 \) and therefore exists in the portion \( 0 < x < 1 \) of the range of existence for \( y_1 \) and \( y_2 \); hence there must be a linear relation between \( y_1 \), \( y_2 \), and \( y_5 \). This may be taken in the form

\[ y_5 = My_1 + Ny_2, \]

which is valid over the range \( 0 < x < 1 \). We may also write it in the form

\[ Y_1 = MY_2 + NY_5, \]

but for the determination of the constants \( M \) and \( N \), it is convenient to take the relation in the earlier form

\[ y_5 = My_1 + Ny_2. \]

In the same way, we shall have relations of the forms

\[ Y_1 = M_1 Y_2 + N_1 Y_4, \]

\[ Y_1 = M_2 Y_2 + N_2 Y_3, \]

\[ Y_1 = M_3 Y_2 + N_3 Y_5, \]

selecting out of the typical quantities \( Y_1, Y_2, Y_3, Y_4, Y_5, Y_6 \), such of the respectively equal members as can coexist in any relation. Thus the relation

\[ Y_1 = M_1 Y_3 + N_1 Y_4 \]

could be taken in the form

\[ y_5 = M_1 y_1 + N_1 y_4. \]

* The case when \( \gamma = 1 \) is dealt with later, p. 251, Ex. 1; the primitive of the equation changes its character.
valid over the range $0 < \omega < 1$. The relation

$$Y_1 = M_3 Y_3 + N_3 Y_4$$

could be taken in the form

$$y_1 = M_y y_3 + N_y y_4$$

valid over the range $-1 < \omega < 0$; but as the range of equality of

$$(1 - \omega) y_0$$

and $y_3$ is $-\infty < \omega < -1$ and $2 < \omega < \infty$, the relation

could not be taken in the form

$$y_1 = M_y y_3 + N_y y_4$$

for there is no range in which the three integrals $y_1$, $y_3$, $y_0$ coexist. Similarly the relation

$$Y_1 = M_3 Y_3 + N_3 Y_4$$

could be taken in the form

$$y_1 = M_y y_3 + N_y y_4$$

valid over the range $-1 < \omega < 0$; but it could not be taken in the form

$$y_1 = M_y y_3 + N_y y_4$$

for there is no range in which the three integrals $y_1$, $y_3$, $y_0$ coexist.

Similarly, it is possible to have a typical relation

$$Y_2 = P Y_3 + Q Y_4$$

which could be taken in the form

$$y_2 = P y_3 + Q y_4$$

valid over the range $0 < \omega < 1$. There are, in fact, twenty such
typical relations; but in substituting a selected $y$ from the four
represented by the corresponding $Y$, it is always necessary to have
the integrals in special form coexistent over some range of $\omega$.

For our purpose*, it is sufficient to consider the four typical
relations

$$Y_1 = M_3 Y_3 + N_3 Y_4,$$
$$Y_1 = M_3 Y_3 + N_3 Y_4,$$
$$Y_1 = M_3 Y_3 + N_3 Y_4,$$
$$Y_1 = M_3 Y_3 + N_3 Y_4.$$

* A full discussion of the relations requires that $\omega$ should be allowed to become
a complex variable. Such a discussion will be found in Goursat's memoir, quoted
in § 134.

---

We have to find the values of all the constants $m$ and $n$; and we shall see that, when $m$ and $n$ are known for the first relation, the
values of the other constants can be deduced by using the properties
of the hypergeometric series.

Accordingly, to determine $m$ and $n$ in the first relation, which
we shall take in the form

$$y_1 = M y_3 + N y_4,$$

the substitution of any two particular values of $\omega$ will be sufficient. Let these be $\omega = 1$ and $\omega = 0$, and suppose $1 - \gamma$ a positive quantity so that $e^{\pi i}$ is zero when $\omega = 0$; we have for the two values

$$F(a, b, c, 1) = M F(a - \gamma + 1, b - \gamma + 1, 2 - \gamma, 1) + N,$$
$$1 = N F(a, b, a + \beta - \gamma + 1, 1).$$

To evaluate $m$ and $n$ we must obtain the relations between
the series for argument unity, to which we now proceed.

**INTRODUCTION OF GAUSS'S II FUNCTION.**

125. The coefficient of $e^{\omega m}$ in

$$F(a, b, c, \omega) - F(a, b, c, 1)$$

is

$$\frac{a(a + 1)\ldots(a + m - 1)\beta(\beta + 1)\ldots(\beta + m - 1)}{1.2\ldots m \gamma(\gamma + 1)\ldots(\gamma + m - 1)} \left\{ \frac{1 - \gamma + m - 1}{\gamma - 1} \right\},$$

$$= -\frac{a\beta (a + 1)(a + 2)\ldots(a + m - 1)(\beta + 1)\ldots(\beta + m - 1)}{\gamma(\gamma - 1) 1.2.3\ldots(m - 1)(\gamma + 1)\ldots(\gamma + m - 1)}$$

= coefficient of $e^{\omega m}$ in $-\frac{a\beta e^{\omega m}}{\gamma(\gamma - 1)} F(a + 1, b + 1, c + 1, \omega);$ and the term on the left-hand side independent of $\omega$ vanishes, so that

$$F(a, b, c, \omega) - F(a, b, c, 1)$$

$$= -\frac{a\beta e^{\omega m}}{\gamma(\gamma - 1)} F(a + 1, b + 1, c + 1, \omega)$$

$$= -\frac{d}{\gamma - 1} e^{\omega m} F(a, b, c, \omega).$$
But from the differential equation satisfied by \( F (\alpha, \beta, \gamma, x) \) we have
\[
\frac{dF}{dx} [\gamma - (\alpha + \beta + 1)x] = \alpha \beta F - x (1 - \omega) \frac{d^2 F}{dx^2}.
\]

Let the value of \( F (\alpha, \beta, \gamma, x) \) when \( x \) is made unity be denoted by \( F_1 (\alpha, \beta, \gamma) \); the value of \( \frac{dF}{dx} \) when \( x \) is made unity is finite, and therefore
\[
F_1 (\alpha, \beta, \gamma) - F_1 (\alpha, \beta, \gamma - 1) = -\frac{1}{\gamma - 1} \left[ \frac{dF}{dx} \right]_{x=1} = -\frac{\alpha \beta}{(\gamma - 1)(\gamma - \alpha - \beta - 1)} F_1 (\alpha, \beta, \gamma),
\]
so that
\[
F_1 (\alpha, \beta, \gamma - 1) = \frac{(\gamma - 1)(\gamma - \alpha - \beta - 1) + \alpha \beta}{(\gamma - 1)(\gamma - \alpha - \beta - 1)} F_1 (\alpha, \beta, \gamma)
\]
\[
= \frac{(\gamma - 1 - \alpha)(\gamma - 1 - \beta)}{(\gamma - 1)(\gamma - \alpha - \beta - 1)} F_1 (\alpha, \beta, \gamma),
\]
or, changing \( \gamma \) into \( \gamma + 1 \), we have
\[
F_1 (\alpha, \beta, \gamma) = \frac{(\gamma - \alpha)(\gamma - \beta)}{\gamma(\gamma - \alpha - \beta)} F_1 (\alpha, \beta, \gamma + 1).
\]

Similarly
\[
F_1 (\alpha, \beta, \gamma + 1) = \frac{(\gamma + 1 - \alpha)(\gamma + 1 - \beta)}{(\gamma + 1)(\gamma + 1 - \alpha - \beta)} F_1 (\alpha, \beta, \gamma + 2);
\]
and therefore
\[
F_1 (\alpha, \beta, \gamma) = \frac{(\gamma - \alpha)(\gamma + 1 - \alpha)(\gamma - \beta)(\gamma + 1 - \beta)}{(\gamma + 1)(\gamma - \alpha - \beta)(\gamma + 1 - \alpha - \beta)} F_1 (\alpha, \beta, \gamma + 2)
\]
\[
= \frac{(\gamma - \alpha)(\gamma + 1 - \alpha)...(\gamma + k - 1 - \alpha)(\gamma - \beta)(\gamma + 1 - \beta)...(\gamma + k - 1 - \beta)}{\gamma(\gamma + 1)...(\gamma + k - 1)(\gamma - \alpha - \beta)(\gamma + 1 - \alpha - \beta)...(\gamma + k - 1 - \alpha - \beta)} \times F_1 (\alpha, \beta, \gamma + k).
\]

Let
\[
\frac{1.2.3...k}{(x + 1)(x + 2)...(x + k)} k^x
\]
be denoted by \( \Pi (k, x) \); then
\[
F_1 (\alpha, \beta, \gamma) = \frac{\Pi (k, \gamma - 1) \Pi (k, \gamma - \alpha - \beta - 1)}{\Pi (k, \gamma - \alpha - 1) \Pi (k, \gamma - \beta - 1)} F_1 (\alpha, \beta, \gamma + k).
\]

Since
\[
1.2.3...k (x + 1)(x + 2)...(x + k) = 1.2.3...x (x + 1)(x + 2)...(x + k),
\]
we have
\[
1.2.3...k k^x \left(1 + \frac{1}{k}\right) \left(1 + \frac{2}{k}\right)... \left(1 + \frac{x}{k}\right) = 1.2.3...x (x + 1)(x + 2)...(x + k);
\]
and so
\[
\Pi (k, x) = \frac{1.2.3...k}{(x + 1)(x + 2)...(x + k) k^x} = \frac{1.2.3...x}{\left(1 + \frac{1}{k}\right) \left(1 + \frac{2}{k}\right)... \left(1 + \frac{x}{k}\right)},
\]
on the supposition that \( x \) is an integer. From this transformation and from the original definition alike, we have
\[
\Pi (k, x + 1) = \Pi (k, x) \frac{1 + x}{1 + \frac{1}{k}}.
\]

These equations show that for a given value of \( x \) the function \( \Pi (k, x) \) tends towards a limiting value as \( k \) approaches infinity, and that this limiting value is finite. As then \( \Pi (\infty, x) \) is a function of \( x \) alone, let it be denoted by \( \Pi (x) \); the last equation shows that
\[
\Pi (x + 1) = (x + 1) \Pi (x),
\]
and the former shows that, if \( x \) be an integer,
\[
\Pi (x) = x!,
\]
while in any case we have
\[
\Pi (x) = \Gamma (x + 1),
\]
where \( \Gamma (x + 1) \) is the Gamma Function of Euler.

In the equation giving \( F_1 \), let \( k \) become infinite; then every term of the series \( F_1 (\alpha, \beta, \gamma + \infty) \) is zero except the first, which is unity. If we substitute for \( \Pi (\infty, \gamma - 1) \) and the other functions their values \( \Pi (\gamma - 1) \), we have
\[
F_1 (\alpha, \beta, \gamma) = \frac{\Pi (\gamma - 1) \Pi (\gamma - \alpha - \beta - 1)}{\Pi (\gamma - \alpha - 1) \Pi (\gamma - \beta - 1)} F_1 (\alpha, \beta, \gamma + k).
\]
Ex. 1. From the expansion of \( t \) in a series of ascending powers of \( \sin t \), prove that

\[
\Pi(\frac{1}{2}) = \frac{\sqrt{\pi}}{2}.
\]

Ex. 2. Prove that

\[
\Pi(-z) \Pi(z - 1) = z \cos z \pi.
\]

Ex. 3. Obtain the relations

(i) \( F_1(a, \beta, \gamma) F_1(-a, -\beta, -\gamma - a) = 1 \);

(ii) \( F_1(a, \beta, \gamma) F_1(a, -\beta, -\gamma - \beta) = 1 \).

Ex. 4. Prove that

\[
n^{m+\frac{3}{2}} \Pi\left(\frac{z}{n}\right)^{\frac{1}{m}} \Pi\left(\frac{z - 1}{n}\right)^{\frac{1}{m}} \Pi\left(\frac{z - \frac{m - 1}{n}}{n}\right)^{\frac{1}{m}} = (2\pi)^{\frac{1}{2}(m-1)} \Pi(m).
\]

(Descartes.)

**Determination of Constants in the Relations of § 124.**

**126.** The equations of § 124 now become

\[
N = \frac{1}{F_1(a, \beta, \alpha + \beta - \gamma + 1)}
\]

and therefore

\[
M = \frac{\Pi(\beta - \gamma) \Pi(a - \gamma)}{\Pi(\alpha + \beta - \gamma) \Pi(-\gamma)} + \frac{\Pi(\beta - \gamma) \Pi(a - \gamma)}{\Pi(\alpha + \beta - \gamma) \Pi(-\gamma)}
\]

\[
= \frac{\Pi((\gamma - 1)(\gamma - \alpha + \beta - 1))}{\Pi(\gamma - \alpha) \Pi(-\gamma)}.
\]

from which, with the use of Example 2 (§ 125), it is not difficult to deduce that

\[
M = \frac{\Pi((\gamma - 1)(\gamma - a - \beta - 1))}{\Pi((\gamma - 1) \Pi(\gamma - \alpha) \Pi(-\gamma)}.
\]

These then are the values of the constants in the equation

\[
Y_1 = MY_2 + NY_3.
\]

**127.** Next, the relation just obtained can be written in the form

\[
y_1 = M(a, \beta, \gamma) y_2 + N(a, \beta, \gamma) y_3.
\]

Change \( a, \beta, \alpha + \beta - \gamma + 1 \), into \( a', \beta', \gamma - \beta' \gamma' - \beta', \gamma' - \beta' + 1 \) respectively; that is, leave \( \gamma \) unaltered, and change \( a \) and \( \beta \) into \( \gamma - \alpha' \gamma - \beta' \) respectively. Also, multiply throughout by \( (1 - x)^{\gamma - \alpha' - \beta'} \), that is, by \( (1 - x)^{\gamma - \alpha' - \beta'} \); the foregoing relation becomes

\[
F(\gamma - \alpha', \gamma - \beta', \gamma - \alpha' - \beta', \gamma - \beta') (1 - x)^{\gamma - \alpha' - \beta'}
\]

\[
= M(a, \beta, \gamma) x^{\alpha - \gamma} (1 - x)^{\alpha - \gamma} F(\alpha - \gamma + 1, \beta' - \gamma + 1, 2 - \gamma) x
\]

\[
+ N(a, \beta', \gamma' (1 - x)^{\gamma - \alpha' - \beta'} F(\gamma - \alpha', \gamma - \beta', \gamma - \alpha' - \beta' + 1, 1 - x),
\]

which is of the form

\[
y_1 = M(a, \beta, \gamma) y_2 + N(a, \beta, \gamma) y_3,
\]

where \( y_1 \) denotes \( y_1 \) with \( \alpha', \beta' \) as elements instead of \( a, \beta \). Now

\[
M(a, \beta, \gamma) = \frac{\prod((\gamma - 1) \Pi(\gamma - \alpha - \beta - 1))}{\Pi((1 - \gamma) \Pi(1 - \gamma) \Pi(\gamma - \beta - 1))}
\]

\[
= \frac{\prod((\gamma - 1) \Pi(-\alpha') \Pi(-\beta'))}{\Pi((1 - \gamma) \Pi(\gamma - \alpha' - 1) \Pi(\gamma - \beta' - 1))},
\]

\[
N(a, \beta, \gamma) = \frac{\prod((\beta - \gamma) \Pi(\alpha - \gamma))}{\Pi((\alpha + \beta - \gamma) \Pi(-\gamma))}
\]

\[
= \frac{\prod((\beta - \gamma) \Pi(-\alpha'))}{\Pi((\gamma - \alpha') \Pi(-\gamma))}.
\]

Hence, putting

\[
M_1 = \frac{\prod((\gamma - 1) \Pi(-\alpha) \Pi(-\beta))}{\Pi((1 - \gamma) \Pi(\gamma - \alpha - 1) \Pi(\gamma - \beta - 1))},
\]

\[
N_1 = \frac{\prod((-\beta) \Pi(-\alpha))}{\Pi((\gamma - \alpha - \beta) \Pi(-\gamma))},
\]

we can take our deduced relation in the form

\[
y_1 = M_1 y_2 + N_1 y_3,
\]

or in the form

\[
y_1 = M_1 Y_2 + N_1 Y_3.
\]

To find the constants in the relation

\[
Y_1 = M_1 Y_2 + N_1 Y_3,
\]

we note that \( y_1 \) in \( Y_1, y_1 \) in \( Y_2 \), and \( y_1 \) in \( Y_3 \), coexist, the range of
their coexistence being \(-\infty < \omega < 0\); so the constants will be found from the relation
\[ y_n = M_2 y_{13} + N_2 y_{13}. \]

Change the variable \(a\) into \(a'\), where
\[ a = \frac{a'}{a' - 1}; \]

then the relation becomes
\[ (1 - a')^r F(a, \gamma - \beta, \gamma, a') \]
\[ = M_2 \left(\frac{a'}{a' - 1}\right) \cdot (1 - a')^{r+1} F(a - \gamma + 1, 1 - \beta, 2 - \gamma, a') \]
\[ + N_2 (1 - a')^r F(a, \gamma - \beta, \alpha - \beta + 1, 1 - a'), \]
that is, on division by \((1 - a')^r\),
\[ F(a, \gamma - \beta, \gamma, a') = M_2 (-a')^{r+1} F(a - \gamma + 1, 1 - \beta, 2 - \gamma, a') \]
\[ + N_2 F(a, \gamma - \beta, \alpha - \beta + 1, 1 - a'). \]

Let \(\gamma - \beta = \beta'\); we now have
\[ F(a, \beta', \gamma, a') = -M_2 (-a')^{r+1} F(a - \gamma + 1, \beta' - \gamma + 1, 2 - \gamma, a') \]
\[ + N_2 F(a, \beta', \alpha + \beta' - \gamma + 1, 1 - a'). \]

Comparing this with the relation
\[ y_n = M_2 y_{13} + N_2 y_{13}, \]
we have
\[ M_2 = (-1)^r \frac{\Pi (\gamma - 1) \Pi (a - \gamma) \Pi (\beta' - \gamma)}{\Pi (1 - \gamma) \Pi (a - 1) \Pi (\beta' - 1)} \]
\[ = (-1)^r \frac{\Pi (\gamma - 1) \Pi (a - \gamma) \Pi (\beta)}{\Pi (1 - \gamma) \Pi (a - 1) \Pi (\beta' - 1)} \]
\[ N_2 = \frac{\Pi (\beta' - \gamma) \Pi (a - \gamma)}{\Pi (a + \beta' - \gamma) \Pi (\beta' - \gamma)} \]
\[ = \frac{\Pi (-\beta) \Pi (a - \gamma)}{\Pi (a - \beta) \Pi (\gamma')}, \]

and with these values we have
\[ Y_1 = M_2 Y_{13} + N_2 Y_{13}. \]

We proceed in the same way to the determination of the constants in the relation
\[ Y_1 = M_2 Y_{13} + N_2 Y_{13}, \]

taking it in the form
\[ y_{13} = M_2 y_{23} + N_2 y_{24}, \]
the special integrals coexisting in the range \(-\infty < \omega < 0\). The analysis is exactly similar to the analysis in the last case; and we find
\[ M_{23} = (-1)^r \frac{\Pi (\gamma - 1) \Pi (\beta - \gamma) \Pi (\alpha)}{\Pi (1 - \gamma) \Pi (\beta' - 1) \Pi (\gamma' - a - 1)}, \]
\[ N_{23} = \frac{\Pi (-\alpha) \Pi (\beta' - \gamma)}{\Pi (\beta - \alpha') \Pi (\gamma)}. \]

Ex. 1. Establish the following results, indicating the respective ranges of values of \(a\) over which the relations are valid:

(i) \[ Y_1 = A_{34} Y_2 + B_{34} Y_3, \]
where
\[ A_{34} = \frac{\Pi (\gamma - 1) \Pi (\gamma' - a - \beta - 1)}{\Pi (\gamma' - a - 1) \Pi (\gamma - \beta' - 1)}, \]
\[ B_{34} = \frac{\Pi (\gamma - 1) \Pi (a + \beta - \gamma - 1)}{\Pi (a - 1) \Pi (\beta - 1)}. \]

(ii) \[ Y_1 = A_{34} Y_2 + B_{34} Y_3, \]
where
\[ A_{34} = \frac{\Pi (\gamma - 1) \Pi (a - \gamma)}{\Pi (a + \beta - \gamma) \Pi (\gamma' - 1)}, \]
\[ B_{34} = \frac{\Pi (\gamma - 1) \Pi (a - \gamma)}{\Pi (a - 1) \Pi (\beta - 1)}. \]

(iii) \[ Y_1 = A_{34} Y_2 + B_{34} Y_3, \]
where
\[ A_{34} = \frac{\Pi (\gamma - 1) \Pi (\beta - \gamma) \Pi (\alpha)}{\Pi (a + \beta - \gamma) \Pi (\gamma ' - 1)}, \]
\[ B_{34} = \frac{\Pi (\gamma - 1) \Pi (\beta - \gamma) \Pi (a)}{\Pi (a - 1) \Pi (\beta - a)}. \]

(iv) \[ Y_1 = A_{34} Y_2 + B_{34} Y_3, \]
where
\[ A_{34} = \frac{\Pi (\gamma - 1) \Pi (\beta - \gamma) \Pi (\alpha)}{\Pi (a + \beta - \gamma) \Pi (\gamma' - 1)}, \]
\[ B_{34} = \frac{\Pi (\gamma - 1) \Pi (\beta - \gamma) \Pi (a)}{\Pi (a - 1) \Pi (\beta - a)}. \]

(v) \[ Y_1 = A_{34} Y_2 + B_{34} Y_3, \]
where
\[ A_{34} = \frac{\Pi (\gamma - 1) \Pi (\beta - \gamma) \Pi (\alpha)}{\Pi (a + \beta - \gamma) \Pi (\gamma' - 1)}, \]
\[ B_{34} = \frac{\Pi (\gamma - 1) \Pi (\beta - \gamma) \Pi (a)}{\Pi (a - 1) \Pi (\beta - a)}. \]

(vi) \[ Y_1 = A_{34} Y_2 + B_{34} Y_3, \]
where
\[ A_{34} = \frac{\Pi (\gamma - 1) \Pi (\beta - a - 1)}{\Pi (\beta - 1) \Pi (\gamma' - 1)}, \]
\[ B_{34} = \frac{\Pi (\gamma - 1) \Pi (a - 1)}{\Pi (a - 1) \Pi (\beta - 1)} \]

(These six relations, together with the four in the text, are the full set of linear relations into which \(Y_1\) enters.)
Ex. 2. Show that
\[ Y_2 = PY_1 + QY_4, \]
where
\[ P = \frac{\Pi(1 - \gamma)\Pi(\gamma - a - \beta) - 1}{\Pi(-a)\Pi(-\beta)}, \quad Q = \frac{\Pi(1 - \gamma)\Pi(a + \beta - \gamma - 1)}{\Pi(a - \gamma)\Pi(\beta - \gamma)}. \]

Ex. 3. Prove that, by an appropriate selection of individual integrals from the groups \( Y_1, \ldots, Y_6 \), made by taking one from each group, it is possible to establish linear relations between any three of the quantities \( Y_1, \ldots, Y_6 \).

Obtain the nine linear relations, other than those given in the text or in the preceding two examples.

128. We now pass to a different set of equations which connect any two of the particular solutions and their differential coefficients.

It has been proved that, if \( Y_1 \) and \( Y_2 \) be two particular solutions of the equation
\[ \frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = 0, \]
then
\[ Y_1 \frac{dY_2}{dx} - Y_2 \frac{dY_1}{dx} = C_0 + IPax, \]
where \( C \) has a constant value which depends upon the pair of particular solutions selected. In the case when the equation is that satisfied by the hypergeometric series, we have
\[ P = \frac{\gamma - (a + \beta + 1) \omega}{\omega(1 - \omega)} = \frac{\omega + \gamma - a - \beta - 1}{1 - \omega}, \]
and therefore
\[ Y_1 \frac{dY_2}{dx} - Y_2 \frac{dY_1}{dx} = Cx^{-\gamma}(1 - \omega)^{a - \omega - 1}. \]

The value of \( C \) in any equation may be determined, either by a comparison of coefficients of the same power of \( x \) on the two sides, or by the substitution of a particular value of \( x \).

Example 1. Let
\[ Y_1 = y = x^{a - \gamma} F(\alpha - \gamma + 1, \beta - \gamma + 1, 2 - \gamma, x); \]
\[ Y_2 = y = F(\alpha, \beta, \gamma, x). \]

Let each side be expanded in ascending powers of \( x \); the term involving the lowest power of \( x \) in
\[ y \frac{dY_2}{dx} \]
is \( \omega^\beta x^{\omega - \gamma} \); the term involving the lowest power of \( x \) in
\[ -y \frac{dy_1}{dx} \]
is \( -\omega(1 - \omega)x^{\omega - \gamma} \); hence, equating the coefficients of the lowest powers, we have
\[ C = -(1 - \omega) \omega - 1, \]
and therefore
\[ \frac{dy_2}{dx} - \frac{dy_1}{dx} = (\omega - 1) x^{\omega - \gamma} (1 - \omega)^{a - \omega - 1}. \]

Example 2. Let
\[ Y_1 = y = F(\alpha, \beta, \gamma, x); \]
\[ Y_2 = y = F(\alpha, \beta, \gamma + 1, 1 - \omega); \]
\[ Y_3 = y = F(\alpha, \beta, \gamma, \omega). \]

We have already proved that
\[ y = My_1 + Ny_2, \]
in which \( M \) and \( N \) are definite constants. This relation gives, on differentiation,
\[ \frac{dy_2}{dx} = M \frac{dy_1}{dx} + N \frac{dy_2}{dx}, \]
and therefore
\[ \frac{dy_2}{dx} = \frac{dy_1}{dx} = M \frac{dy_1}{dx} + N \frac{dy_2}{dx}. \]

or
\[ \frac{dy_2}{dx} - \frac{dy_1}{dx} = \frac{M}{N} (\gamma - 1) x^{-\gamma} (1 - \omega)^{a - \omega - 1}. \]

from the result of the last example. Now, from the values of \( M \) and \( N \), we have
\[ \frac{M}{N} = \frac{\Pi(\gamma - 1)\Pi(-\gamma)\Pi(\alpha + \beta - \gamma)}{\Pi(1 - \gamma)\Pi(\alpha - 1)\Pi(\beta - 1)}. \]

But
\[ \Pi(1 - \gamma) = (1 - \gamma) \Pi(-\gamma) = -(\gamma - 1) \Pi(-\gamma), \]
and therefore
\[ \frac{M}{N} = \frac{\Pi(\gamma - 1)\Pi(\alpha + \beta - \gamma)}{\Pi(\alpha - 1)\Pi(\beta - 1)}; \]
the equation becomes
\[ \frac{dy_2}{dx} - \frac{dy_1}{dx} = \frac{\Pi(\gamma - 1)\Pi(\alpha + \beta - \gamma)}{\Pi(\alpha - 1)\Pi(\beta - 1)} x^{-\gamma} (1 - \omega)^{a - \omega - 1}. \]
Ex. Prove that
\[ y_d \frac{dy}{dx} - y \frac{dy}{dx} = \frac{\Pi(a + \beta - \gamma) \Pi(1 - \gamma)}{\Pi(a - \gamma) \Pi(\beta - \gamma)} x^{\gamma - 1} (1 - x)^{\gamma - \alpha - \beta - 1}; \]
and that
\[ (-1)^t\left( y_d \frac{dy}{dx} - y \frac{dy}{dx} \right) = \frac{\Pi(\gamma - 1) \Pi(\beta - a)}{\Pi(\beta - 1) \Pi(\gamma - a - 1)} x^{\gamma - 1} (1 - x)^{\gamma - a - \beta - 1}. \]

129. In all the foregoing investigations, the quantities \(a, \beta, \gamma\), have been supposed to be independent, and the series have consequently retained their most general form; but many important applications are made, by assigning one or two relations between the three constant elements, or by giving numerical values to one or more of them. Such applications (as for instance to elliptic integrals) cannot be discussed here; but the student, who wishes for information on these matters, will find at the end of the chapter a list of the more important memoirs dealing with hypergeometric series.

**Special Cases of Integration in a Finite Form.**

130. We pass now to consider some special cases when the hypergeometric series can be expressed in a finite form.

It has been proved (§ 61) that the quotient \(s\) of any two particular solutions of the equation
\[ \frac{d^2y}{dx^2} + Iy = 0, \]
satisfies the equation
\[ \frac{1}{2} [s, \alpha] = I, \]
where \(I\) is a function of \(x\) only; and it has been further shown that, from any particular value of \(s\) which satisfies this equation, the value of the two particular solutions of the former equation can be obtained. In the case of the hypergeometric series, the value of \(I\) is
\[ \frac{1}{2} \left[ \frac{1 - \lambda^2}{\alpha^2} + \frac{1 - n^2}{(x - 1)^2} + \frac{\lambda^2 - \mu^2 + n^2 - 1}{\alpha(x - 1)} \right] \]

\(\lambda, \mu, n,\) being definite functions of the constants \(a, \beta\) and \(\gamma;\) and therefore the corresponding differential equation, which gives \(s,\) may be written
\[ [s, \alpha] = \frac{1}{2} \frac{1 - \lambda^2}{\alpha^2} + \frac{1}{2} \frac{1 - n^2}{(x - 1)^2} + \frac{1}{2} \frac{\lambda^2 - \mu^2 + n^2 - 1}{\alpha(x - 1)}. \]

If then a relation between \(s\) and \(x\) can be found which is expressible in finite terms, it follows from the formulae of § 62 that the hypergeometric series will be expressible in finite terms. This cannot be expected to occur in the case when the parameters are general; from the few instances now to be given, it will be seen that the values of \(\lambda, \mu, \nu,\) are definite numerical constants.

There are in all fifteen separate cases, and no more; for the proof of this, reference should be made in the first place to the memoirs of Schwarz (see § 134) to whom the investigation, in a completely different form, is originally due.

It is convenient to recapitulate here the general formula of transformation of the function \(s, x\) for the changes of the variables; the special examples given in Ex. 3, § 63, are particular cases of the general relations which are

\[ \frac{dS}{dx} \left( s, S \right) - \left( \frac{dX}{dx} \right)^2 \left( s, X \right) + \left( \frac{dS}{dx} \right)^2 \left( s, S \right) \]

and

\[ \frac{dS}{dx} \left( s, S \right) = 0 \]

As additional examples we may take

\[ \left( \frac{dS}{dx} \right)^2 \left( s, S \right) - \left( \frac{dX}{dx} \right)^2 \left( s, X \right) + \left( \frac{dS}{dx} \right)^2 \left( s, S \right) \]

and

\[ \left( \frac{dS}{dx} \right)^2 \left( s, S \right) = 0 \]

Another formula, which will prove useful, is that which arises by supposing \(s^2 = x;\) then we have

\[ s^2 = \frac{1}{n} \left( \frac{1}{x} - 1 \right), \]

so that

\[ s^2 = \frac{1}{n} \left( \frac{1}{x} - 1 \right) \]

therefore

\[ \left( \frac{dS}{dx} \right)^2 \left( s, S \right) = \frac{1}{n} \left( \frac{1}{x} - 1 \right), \]

and

\[ \left( \frac{dS}{dx} \right)^2 \left( s, S \right) = \frac{1}{n} \left( \frac{1}{x} - 1 \right) \]

so that

\[ \left( s, S \right) = \frac{1}{n^2} \left( \frac{1}{x^2} - 1 \right). \]
which may be written in either of the forms

\[
\frac{1}{[s^n, s]} = \frac{1 - \frac{1}{n^2}}{\frac{1}{2s^2}} \quad \text{(v)}.
\]

\[
[s, s^n] = \frac{1 - \frac{1}{n^2}}{\frac{1}{2s^n}}
\]

### 131. Case I.

By writing \( X = \omega \) in (i) in the formulae just enumerated, we have

\[
[s, \omega] = [S, \omega] + \left( \frac{dS}{dx} \right)^2 [s, S].
\]

By a series of proper substitutions we may pass from this equation to the corresponding equation for the hypergeometric series.

Firstly, let

\[
S = \frac{\omega - 1}{\omega + 1} = s^n - 1,
\]

then

\[
[s, \omega] = [S, \omega] + \left( \frac{dS^n}{dx} \right)^2 \{s, \omega - 1\}.
\]

while, by (iii),

\[
[s, \omega + 1] = \frac{1}{2} \left( \omega + 1 \right)^{\frac{1}{2}} [s, \omega].
\]

But \( \omega = s^n \); therefore

\[
[s, \omega] = \frac{1 - \frac{1}{n^2}}{2s^2},
\]

and thus

\[
[s, \omega + 1] = \frac{1 - \frac{1}{n^2}}{2} \left( \omega + 1 \right)^{\frac{1}{2}}.
\]

Secondly, let

\[
T = S^2 = 1 - \omega,
\]

so that the relation between \( s \) and \( x \) is

\[
\left( \frac{s^n - 1}{s^n + 1} \right)^2 = 1 - \omega;
\]

then

\[
\left( \frac{dS}{dx} \right)^2 = \frac{1}{1 - \omega}.
\]

Again, using (i), we have

\[
[s, \omega] = [T, \omega] + \left( \frac{dT}{dx} \right)^2 [s, T];
\]

but

\[
\frac{dT}{dx} = -1,
\]

\[
[T, \omega] = [1 - \omega, \omega] = 0,
\]

\[
[s, T] = [S, S^n] = \frac{1 - \frac{1}{n^2}}{2T^n};
\]

so that we have

\[
[s, \omega] = \frac{1}{2} \left( 1 - \frac{1}{n^2} \right)^{\frac{1}{2}}.
\]

Also, since

\[
\left( \frac{\omega - 1}{\omega + 1} \right)^2 = 1 - \omega,
\]

we have

\[
\omega = \frac{4\omega}{(\omega + 1)^{\frac{1}{2}}};
\]

and therefore

\[
[s, \omega - 1] = \frac{1 - \frac{1}{n^2} \frac{2}{\omega}}{\omega - 1}.
\]

When these substitutions are made in the original equation which gave \([s, \omega] \), it becomes

\[
[s, \omega] = \frac{1}{2} \left[ \frac{1 - \frac{1}{n^2}}{\omega - 1} + \frac{1 - \frac{1}{n^2}}{\omega^2 (1 - \omega)} \right]
\]

\[
= \frac{1}{2} \left[ \frac{1 - \frac{1}{n^2}}{\omega^2} + \frac{1 - \frac{1}{n^2}}{\omega} + \frac{1 - \frac{1}{n^2}}{\omega - 1} \right].
\]

This is of the same form as the equation (A) in the general case, and is identical with it when we write

\[
\lambda = \frac{1}{n}, \quad \nu = \frac{1}{n}, \quad \mu = \frac{1}{n};
\]

and then the relation between \( s \) and \( x \) is

\[
\left( \frac{s^n - 1}{s^n + 1} \right)^2 = 1 - \omega,
\]

or

\[
\omega = \left( \frac{4s^n}{(s^n + 1)^{\frac{1}{2}}} \right)^{\frac{1}{2}}.
\]

Now \( \lambda = (1 - \gamma)^2, \mu = (\alpha - \beta), \nu = (\gamma - \alpha - \beta)^2 \); remembering that \( \gamma - \alpha - \beta \) must be positive in order that the series may
converge even when the variable is equal to unity, and assuming that \( \alpha \) is greater than \( \beta \) (which is permissible), we may take

\[
\alpha = \frac{1}{2} - \frac{1}{2n}, \quad \beta = -\frac{1}{2n}, \quad \gamma = 1 - \frac{1}{n}.
\]

If it be desired to have \( \beta \) positive, we can change the sign of \( n \); and then the elements of the hypergeometric series are

\[
\alpha = \frac{1}{2} + \frac{1}{2n}, \quad \beta = \frac{1}{2n}, \quad \gamma = 1 + \frac{1}{n},
\]

and the relation between \( s \) and \( x \) becomes

\[
\frac{1 - s^n}{1 + s^n} = (1 - x)^{\frac{1}{n}}.
\]

The latter gives

\[
s^n = \frac{1 - (1 - x)^{\frac{1}{n}}}{1 + (1 - x)^{\frac{1}{n}}},
\]

and therefore

\[
s = \frac{1}{\sqrt[n]{1 + (1 - x)^{\frac{1}{n}}}}.
\]

while

\[
s' = n^{\frac{1}{n}} (1 - x)^{\frac{1}{n}} \sqrt[n]{1 + (1 - x)^{\frac{1}{n}}}.
\]

Now the two particular solutions, when the equation is in its normal form, are

\[
C_1 s' - \frac{1}{n} \text{ and } C_2 s' - \frac{1}{n} s,
\]

and the relation between the dependent variable \( v \) in this case and the dependent variable in the ordinary differential equation is (§ 116)

\[
y = v v^{-\frac{1}{2}} (1 - x)^{-\frac{1}{2}} (\alpha + \beta + 1 + \gamma),
\]

which becomes

\[
y = v v^{-\frac{1}{2}} (1 + \frac{1}{2n}) (1 - x)^{-\frac{1}{4}}
\]

in the special case.

Hence the primitive of the differential equation

\[
x (1 - x) \frac{dy}{dx} + \frac{dy}{dx} \left\{ 1 + \frac{1}{n} - \frac{3}{2} + \frac{1}{n} \right\} - \frac{1}{2n} \left( 1 + \frac{1}{n} \right) y = 0
\]

is

\[
y = C_1 x^{-\frac{1}{n}} \left\{ 1 + (1 - x)^{\frac{1}{n}} \right\} + C_2 \left\{ 1 + (1 - x)^{\frac{1}{n}} \right\}^{\frac{1}{n}}.
\]

Moreover, on comparing these two particular solutions

\[
\{1 + (1 - x)^{\frac{1}{n}}\}^{\frac{1}{n}} \text{ and } x^{-\frac{1}{n}} \left\{ 1 + (1 - x)^{\frac{1}{n}} \right\}^{\frac{1}{n}}
\]

with the set of particular solutions, we find that they correspond respectively to I. and III. of § 120; in fact, the relations are

\[
F \left\{ \frac{1}{2} + \frac{1}{2n}, \frac{1}{2n}, 1 + \frac{1}{n}, x \right\} = 2^{\frac{1}{n}} \left\{ 1 + (1 - x)^{\frac{1}{n}} \right\}^{\frac{1}{n}} \ldots \ldots \text{(I)},
\]

and

\[
F \left\{ \frac{1}{2} - \frac{1}{2n}, -\frac{1}{2n}, 1 - \frac{1}{n}, x \right\} = 2^{-\frac{1}{n}} \left\{ 1 + (1 - x)^{\frac{1}{n}} \right\}^{\frac{1}{n}} \ldots \ldots \text{(II)},
\]

the common factor \( x^{-\frac{1}{n}} \) having been removed from the latter. These two relations are of course equivalent to one another.

132. Case II. From what has been proved in the last case it follows that, when we assign the particular value 2 to \( n \), we have the relation

\[
\xi = \frac{4 \sigma^2}{(\sigma^2 + 1)^3}
\]

as a solution of

\[
\{\sigma, \xi\} = \frac{1}{3} \left\{ \frac{1}{(1 - \xi)^2} + \frac{1}{\xi^2} + \frac{1}{\xi (\xi - 1)} \right\}
\]

\[
= \frac{1}{3} \frac{\xi^2 - \xi + 1}{\xi^2 (1 - \xi^2)}.
\]

Firstly, let

\[
\xi (\xi_1 + 1) = 1;
\]

then

\[
\{\sigma, \xi_1\} = \{\sigma, \frac{1 - \xi}{\xi}\} = \xi^3 \{\sigma, \xi\}
\]

\[
= \frac{3}{8} \frac{\xi^2 (\xi^2 - \xi + 1)}{(1 - \xi^2)}
\]

\[
= \frac{3}{8} \frac{\xi^2 + \xi_1 + 1}{\xi_1 (\xi_1 + 1)^2},
\]

and

\[
\xi_1 = \frac{(\sigma^2 + 1)^2}{4 \sigma^2}.
\]

Secondly, let

\[
\xi_1 = \xi^2;
\]

then

\[
\{\sigma, \xi_2\} = \left( \frac{d \xi_2}{d \xi} \right)^2 \{\sigma, \xi\} - \{\xi_2, \xi_1\}.
\]
and 
\[ \{\xi, \xi_i\} = [\xi, \xi_i] = \frac{1 - \frac{1}{2}\frac{1}{\xi_i^2}}{8\xi_i^2}, \]
so that 
\[ \{\sigma, \xi_i\} = \frac{1}{2}\xi_i^2 \left[ \frac{\xi_i^2 + \xi_i + 1}{\xi_i^2(\xi_i + 1)^2} - \frac{1}{\xi_i^2} \right] = \frac{1}{2}\xi_i^2 - \frac{\xi_i}{\xi_i^2(\xi_i + 1)^2} = -\frac{3}{8} \left( \frac{\xi_i^2 + 1}{\xi_i} \right) \]
and the relation is 
\[ \frac{\xi_i}{\xi_i^2 - \frac{1}{2\sigma}}. \]

Thirdly, by writing 
\[ \xi_i = \sqrt{3}\xi, \]
we at once have 
\[ \{\sigma, \xi_i\} = 3 \{\sigma, \xi\} = -\frac{1}{3} \frac{1}{(1 + 3\xi^2)^3}, \]
where 
\[ \xi_3 = \frac{\sigma^2 - 1}{2\sigma \sqrt{3}}. \]

Fourthly, let \( \sigma = s^2 \); then 
\[ \{s, \xi_i\} = \left( \frac{d\sigma}{d\xi_i} \right)^2 \{s, \sigma\} + \{s, \xi_i\}. \]

Now 
\[ \{s, \sigma\} = \{s, s^2\} = \frac{3}{8\sigma^2}, \]
and 
\[ 2\sqrt{3} = \frac{\sigma^2 + 1}{\sigma} \frac{d\sigma}{d\xi_i}, \]
so that 
\[ \frac{\sigma^2 (d\sigma)^2}{d\xi_i^2} = 12\sigma^2 \frac{(\sigma^2 + 1)^2}{\sigma} = \frac{3}{1 + 3\xi^2}, \]
Hence 
\[ \{s, \xi_i\} = \frac{s^2}{3} \left( \frac{\xi_i^2 - 1}{1 + 3\xi_i^2} \right); \]
and the relation is 
\[ \frac{\xi_i}{s^2 - \sqrt{3}}. \]

Fifthly, let 
\[ \xi_4 = \frac{\xi_i + 1}{\xi_i - 1}. \]

Then 
\[ \{s, \xi_i\} = \frac{4}{(\xi_i - 1)^2} \{s, \xi_i\} = \frac{4}{(\xi_i - 1)^2} \frac{27}{8} \xi_4 \frac{(\xi_i - 1)^2}{(\xi_i - 1)^2} = \frac{27}{8} \frac{\xi_i}{(\xi_i - 1)^2}, \]
and the relation is 
\[ \xi_i = \frac{s^2 + 2s^2 \sqrt{3} - 1}{s^2 - 2s^2 \sqrt{3} - 1}. \]

Sixthly, let 
\[ \xi_i = \xi_4; \]
then 
\[ \{s, \xi_3\} = \left( \frac{d\xi_3}{d\xi_i} \right)^2 \{s, \xi_i\} = \{s, \xi_3\} \{s, \xi_i\} = \frac{4}{\xi_4}, \]
and 
\[ \{\xi_3, \xi_i\} = -\frac{4}{\xi_4} \xi_i. \]

Hence 
\[ \{s, \xi_i\} = \frac{\xi_i}{\xi_i (\xi_i - 1)} + \frac{\frac{4}{\xi_4} \xi_i}{\xi_i}, \]
and the relation is 
\[ \xi_i = \left[ \frac{s^2 + 2s^2 \sqrt{3} - 1}{s^2 - 2s^2 \sqrt{3} - 1} \right]^3. \]

It therefore follows that a solution of 
\[ \{s, \alpha\} = \frac{1}{3} \left[ \frac{1 - \lambda^2 \alpha^2 + 1 - \nu^2 + \lambda^2 - \mu^2 + \nu^2 - 1}{\alpha} \right], \]
in the case when 
\[ \lambda = \frac{1}{2} = \mu, \quad \nu = \frac{1}{2}, \]
is given by 
\[ \alpha = \left( \frac{s^2 + 2s^2 \sqrt{3} - 1}{s^2 - 2s^2 \sqrt{3} - 1} \right)^3. \]

From this relation the value of \( s \) can be found (it is a somewhat complicated function of \( \alpha \)) and hence \( s \); and this will lead (§ 62) to the solution of the equation

\[ x(1 - x) \frac{\partial y}{\partial x} + \frac{2}{3} \frac{\partial y}{\partial x} + \frac{1}{48} y = 0. \]
133. Case III. From the two preceding cases a new one can be constructed.

For, in Case II., let

\[
\frac{4x}{(x+1)^2} = z;
\]

then

\[
[s, z] = \frac{1}{(1-x)^2} [\{s, w\} - \{s, w\}]
\]

by Case I.; and so

\[
\frac{4x}{(x+1)^2} = \frac{4}{z^2} + \frac{4}{z} \frac{1}{(1-x)}
\]

Now change \( z \) into \(-z\), so that

\[
\frac{4x}{(x-1)^2} = -w = \left( 2\sqrt{3} - 1 \right)^2
\]

then

\[
[s, z] = \{s, -z\} = \frac{4}{2} z^2 + \frac{1}{2} \frac{1}{z} \frac{1}{(1-x)}
\]

A comparison with the general formula shows that the last relation between \( s \) and \( z \) is a solution, provided

\[
\lambda = \frac{1}{2}, \quad \nu = \frac{3}{2}, \quad \mu = \frac{1}{2};
\]

and therefore

\[
\alpha = -\beta = \frac{1}{2}, \quad \gamma = \frac{3}{2}.
\]

Hence by means of the preceding relation we can obtain the primitive of

\[
(x(1-z)\frac{dy}{dx} + (\lambda - \lambda) \frac{dy}{dz} + y' z y = 0
\]

in a finite form.

Ex. 1. Show that from Case II. can be derived in a finite form the solution of

\[
x(1-x)\frac{dy}{dx} + (\lambda - \lambda) \frac{dy}{dz} - z z y = 0.
\]

Ex. 2. Show that from Case III. can be derived in a finite form the solution of

\[
x(1-x)\frac{dy}{dx} + (\lambda - \lambda) \frac{dy}{dz} - y z y = 0.
\]

Further cases will be found in the Miscellaneous Examples at the end of the chapter.

It may easily be verified that, for all the examples given, we have on taking positive values of \( \lambda, \mu, \nu \), the inequality

\[
\lambda + \mu + \nu > 1;
\]

the case of \( \lambda + \mu + \nu = 1 \) is integrable by the simpler method of § 68. See Ex. 7, p. 141.

134. An entirely different method of treatment of the matter contained in §§ 130—133 will be found in the author's Theory of Differential Equations, vol. IV. §§ 59—62. For further information on the subject of the hypergeometric series the following memoirs should be consulted:

Gauss, "Disquisitiones generales circa seriem infinitam

\[
1 + \frac{a\beta}{\Gamma(1, \gamma)} x + \frac{a(a+1)\beta(\beta+1)}{1.2.3\ldots} x^2 + 
\]

Ges. Werke, t. III. pp. 123—163;


Schwarz, "Ueber einige Abbildungsaufgaben," Crelle, t. LXX. pp. 105—120;


in the last of which references will be found to further memoirs.

There is a memoir by Goursat which may be consulted with great advantage—"Sur l'équation différentielle qui admet pour intégrale la série hypergéométrique" (Annales de l'entre normale supérieure, Sér. II. t. X.)—in which, by developing a method due originally to Jacobi, he obtains the results of Kummer and Schwarz.

The Gamma function, and the function defined by the hypergeometric series, are discussed from the functional point of view by Whittaker and Watson, Modern Analysis, Chapters XII and XIV.
5. By changing the independent variable in the differential equation, verify the following relations:

(i) \((1+y)^2y'F(2a, 2a+1-\gamma, \gamma, y) = F(a, a+\frac{1}{2}, \gamma, \frac{4y}{1+y})\) 
(Gauss.)

(ii) \((1+y)^2y'F(a, a+\frac{1}{2}-\beta, \beta+\frac{1}{2}, y^2) = F(a, \beta, 2\beta, \frac{4y}{1+y})\) 
(Gauss.)

(iii) \(F(a, \beta, a+\beta+\frac{1}{2}, \sin^2\theta) = F(2a, 2\beta, a+\beta+\frac{1}{2}, \sin^2\theta)\) 
(Kummer.)

Prove also that, by changing the variable from \(x\) to \(-8x(1+(1-x)^2)^{-\frac{3}{2}}\),
\[
F\left(\frac{a}{2}, \frac{a+1}{6}, \frac{2a+2}{3}, \sin^22\theta\right) = \cos^{-2}\theta F\left(\frac{a}{2}, \frac{a+1}{6}, \frac{2a+2}{3}, \frac{4\sin^2\theta}{\cos^4\theta}\right) 
(Kummer.)
\]

6. Show that the functions \(P_n\) and \(Q_n\), which are the independent solutions of Legendre's equation, may be expressed by hypergeometric series in the forms

\[
P_n(x) = \frac{\Pi(2n)}{\Pi(n) \Pi(n)} (-1)^n F\left(\frac{1}{2}, -n, \frac{1}{2}, \frac{1}{2}\right),
\]

\[
Q_n(x) = \frac{\Pi(n+1)}{\Pi(2n+1)} (-1)^n F\left(\frac{1}{2}, n+1, \frac{1}{2}, \frac{1}{2}\right),
\]

the variable \(x\) of Legendre's equation being connected with \(\xi\) by the relation
\[
2x = \xi + \xi^{-1}. 
(Heine.)
\]

7. Show that, if the independent variable in Legendre's equation is restricted to be less than unity, the primitive may be represented by

\[
AF\left(-\frac{1}{2}, a+\frac{1}{2}, \frac{1}{2}, x^2\right) + Bxe^{-\frac{1}{2}x}F\left(-\frac{1}{2}a+\frac{1}{2}, \frac{1}{2}a+1, \frac{1}{2}, x^2\right),
\]

where the series, if infinite, converge.
(Heine.)

8. Denoting the series
\[
1 + ax + a(a+1) x^{2} + a(a+1)(a+2) x^{3} + \ldots
\]
by \(F\left(\left(\frac{a}{x}, \frac{1}{x}\right), n\right)\), prove that \(F\) satisfies the differential equation

\[
(1-x) x^2 \frac{d^2F}{dx^2} + \left(\frac{a+1-x}{x} - (a+\beta+\gamma+2)x\right) x \frac{dF}{dx} + \left(\beta + \gamma + 1\right) x^2 F = 0.
\]
(Gauss.)
9. Obtain integrals of the equation
\[ \frac{d^2y}{dx^2} + \frac{1}{x(1-x)} \frac{dy}{dx} + \frac{a'd' - (1 + \beta + \beta') x + (\alpha + \beta + \gamma) x^2}{x^2} \frac{y}{(1-x)^2} = 0, \]
(i) in powers of \( x \), (ii) in powers of \( 1-x \), (iii) in powers of \( x^{-1} \); and indicate relations between these integrals, it being given that
\[ \alpha + \alpha' + \beta + \beta' + \gamma + \gamma' = 1. \]

10. Show that the differential equation of the hypergeometric series possesses two integrals, whose product is a polynomial in \( x \), in the following cases:
(i) \( \alpha = -\frac{1}{2} \omega, \)
(ii) \( \beta = -\frac{1}{2} \omega, \)
(iii) \( \alpha + \beta = -\omega, \) and \( \gamma = \frac{1}{2}, \) or \( -\frac{1}{2}, \) or \( -\frac{3}{2}, \) ..., or \( -n+\frac{1}{2}, \)
where \( \omega \) is an even integer in each case.

Are these all the cases in which the indicated property belongs to the equation?

11. The equation
\[ x(1-x) \frac{d^2y}{dx^2} \left( \frac{9}{2} - 2x \right) \frac{dy}{dx} - \frac{1}{2} y = 0 \]
has a particular solution of the form \( x^\omega \); determine \( \omega \) and obtain the primitive.

Hence express \( \sin^{-1} x \) as a hypergeometric series.

(Goursat.)

12. Obtain in a finite form the primitive of
\[ x(1-x) \frac{d^2y}{dx^2} + \frac{1}{4} \left( \frac{9}{2} - 2x \right) \frac{dy}{dx} + \frac{\omega}{2} y = 0; \]
also of
\[ x(1-x) \frac{d^2y}{dx^2} + \frac{1}{2} \frac{dy}{dx} + 2y = 0. \]

(Goursat.)

13. Prove that the relation
\[ \frac{x}{x-1} = \frac{(x^3 + 14x^2 + 1)}{108x^2(x-1)^3} \]
satisfies the equation
\[ \{s, x\} = \frac{\frac{6}{x^2} + \frac{\frac{12}{2}}{(1-x)^2} + \frac{\frac{12}{2}}{x (1-x)}}{108x^2(x-1)^3} . \]

Hence obtain in a finite form the primitives of the equations:
(i) \( x(1-x) \frac{d^2y}{dx^2} + \left( \frac{9}{2} - \frac{1}{2} x \right) \frac{dy}{dx} + \frac{1}{2} y = 0; \)
(ii) \( x(1-x) \frac{d^2y}{dx^2} + \left( \frac{9}{2} - \frac{1}{2} x \right) \frac{dy}{dx} - \frac{1}{2} y = 0. \)

SUPPLEMENTARY NOTES.

I.

INTEGRATION OF LINEAR EQUATIONS IN SERIES BY THE
METHOD OF FROBENIUS.

The two methods, given in §§ 83 and 84, are equivalent to one another: and either of them is effectively a process for constructing the coefficients in a Taylor series. The inverse of the process is given in §§ 114 and 115, where a knowledge of the coefficients is used to determine the differential equation. The only integrals, that are thus obtained directly, are those which occur in the form of series of powers of the variable. When other integrals, which are not expressible solely in series of powers, e.g. integrals which involve logarithms, are required, supplementary substitutions have to be made and further investigations, sometimes of an elaborate character, prove necessary.

There is another method, quite distinct in character and significance, by which a single set of properly devised calculations can be used so as to give all the integrals of the kind.
indicated that are possessed by the differential equation. It is
due to Frobenius*; for the full establishment of the validity of
the various steps, various propositions in the general theory of
functions are necessary. Consequently, only an outline will be
given here; if a fuller account is desired, reference must be made
either to the original memoir by Frobenius or to other places
where a detailed exposition is given†. Further, the explanations
will be given only in connection with linear equations of the second
order; they apply to linear equations of any order. And a further
limitation, to be indicated immediately, will be imposed on the
form of the equation.

Let the equation be taken initially in the form
\[
\frac{d^2y}{dx^2} + P \frac{dy}{dx} + Qy = 0.
\]

If an integral or integrals exist, proceeding in powers of \(x - a\),
where both \(P\) and \(Q\) are finite when \(x = a\), the method possesses
no special advantage over the methods already given. If, however,
either \(P\) or \(Q\) or both \(P\) and \(Q\) be infinite when \(x = a\), then the
method can be applied effectively to determine integrals. We shall
assume that \(P\), if infinite, has \(x = a\) for an infinity of the first
degree; we shall also assume that \(Q\), if infinite, has \(x = a\) for an
infinity of degree not higher than the second‡. We write
\[
x - a = t,
\]
\[
P = \frac{1}{t} \frac{d}{dt},
\]
\[
Q = \frac{1}{t^2} \frac{d}{dt}.
\]

* Oeuvres, t. LXXVI. (1873), pp. 214—224.
† Such an exposition is given in the author's Theory of Differential Equations,
vols. i, ii. (Cambridge, University Press, 1903), pp. 78 et seq.
‡ It will be observed that these assumptions are justified for Legendre's equation
when \(x = 1\) or \(x = -1\); for Bessel's equation when \(x = 0\); and for the equation
of the hypergeometric series when \(x = 0\) or \(x = 1\). If we are dealing with large
values of \(x\), the natural expansion is in ascending powers of \(x^{-1}\); and very slight
calculation will show that the assumption made in the text is justified for Legendre's
equation and for the equation of the hypergeometric series (but not for Bessel's
equation) when \(x = 0\).

The corresponding assumption, when the linear equation is of order \(m\) and has the form
\[
\frac{d^m y}{dx^m} + \sum_{r=1}^{m} P_r \frac{d^{m-r} y}{dx^{m-r}} = 0,
\]
is that \(P_r\), if infinite when \(x = a\), has \(x = a\) for an infinity of degree not higher
than \(r\), for all the values of \(r\).
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where \(p\) and \(q\) are finite (including possibly a zero value) when
\(t = 0\), and are supposed expansible in converging or terminating
series of positive integer powers of \(t\). The equation thus is of the
form
\[
Dy = e^t \frac{d^3y}{dt^3} + t \frac{dy}{dt} + qy = 0.
\]

If an integral exists which is of the type indicated, by being
expansible in ascending powers of \(t\), it may be taken in the form
\[
y = t^p \sum_{n=0}^{\infty} c_n t^n = \sum_{n=0}^{\infty} c_n t^{n+p} = g(t, \rho),
\]

where this summation is for positive integer values of \(n\). Should
this be an integral, it must satisfy the equation identically. Now
\[
Dm = \left[ m \left( m - 1 \right) + mp + q \right] t^m = t \sum_{n=0}^{m} f(t, m),
\]

where \(f(t, m)\) is of the second degree in \(m\) and, owing to the character of \(p\) and \(q\), can be expanded in positive integer powers
of \(t\). When this expansion is effected, we have
\[
f(t, m) = f_0(m) + tf_1(m) + tf_2(m) + \ldots,
\]

where \(f_0(m)\) is of the second degree in \(m\), and the other co-
coefficients \(f_1(m), f_2(m), \ldots\) are of degree in \(m\) not higher than the first. Then
\[
Dg(t, \rho) = \sum_{n=0}^{\infty} c_n D^m t^{n+p+
\}
\]
\[
= \sum_{n=0}^{\infty} c_n t^n f(t, \rho + n + n) = \sum_{n=0}^{\infty} c_n f_0(m) + tf_1(m) + tf_2(m) + \ldots
\]
\[
= \sum_{n=0}^{\infty} c_n f_0(m) + tf_1(m) + tf_2(m) + \ldots
\]

on gathering together the terms with the same exponent. If the
postulated expression is to be an integral of the equation, the
right-hand side must vanish identically and therefore the co-
coefficients of the various powers of \(t\) must vanish; hence
\[
0 = c_0 f_0(p),
\]
\[
0 = c_0 f_1(p) + c_0 f_0(p + 1),
\]
\[
0 = c_0 f_2(p) + c_0 f_1(p + 1) + c_0 f_0(p + 2).
\]
and so on. As $c_0$ is not zero, because it is the coefficient of the first term that occurs in $y$, the first of these relations shews that the values of $\rho$ to be considered are given by

$$f_0(\rho) = 0,$$

which is a quadratic in $\rho$. The remaining relations give

$$c_1 = -c_0 \frac{f_1(\rho)}{f_0(\rho + 1)}$$
$$c_2 = c_0 \frac{h_2(\rho)}{f_0(\rho + 1)f_2(\rho + 2)}$$
$$c_3 = c_0 \frac{h_3(\rho)}{f_0(\rho + 1)f_2(\rho + 2)f_3(\rho + 3)}$$

and so on, where $f_i(\rho)$, $h_i(\rho)$, $h_n(\rho)$, ... are polynomials in $\rho$.

If the two roots of the quadratic $f_0(\rho) = 0$ are equal, then no denominator in the expressions for the successive coefficients $c_n$ vanishes; these coefficients are finite, and the expression $g(x, \rho)$ is formally adequate for an integral.

If the two roots of the quadratic are unequal, and their difference is not a whole number, then no denominator in the expressions for the successive coefficients $c_n$ vanishes; these coefficients are finite and, for each of the values of $\rho$, the expression $g(x, \rho)$ is formally adequate for an integral.

If the two roots of the quadratic are unequal, and their difference be a whole number $s$, which will be assumed positive, the roots are of the form

$$\rho, \rho + s.$$

We then take

$$c_0 = f_0(\rho + 1)f_0(\rho + 2) ... f_s(\rho + s)c_0,$$

and thus secure that no one of the coefficients $c_n$ is infinite; moreover $c_0$ is undetermined, and therefore an arbitrary constant, so that $c$ is an arbitrary constant. The expression $g(x, \rho)$, when $c_0$ is replaced by its modified value, is formally adequate for an integral.

* In order to render the proof of the method complete, it would be necessary to establish the convergence of the series $g(x, \rho)$ and, later, the convergence of allied series. For these, and corresponding omissions, we refer to the sources already quoted; the actual convergence of the series in particular examples will be manifest on inspection.

---

**NOTE I**

**METHOD OF FROBENIUS**

Thus far, the process coincides with the ordinary process; it is at this stage that modifications are introduced which give the distinctive character to the method of Frobenius. Instead of dealing with quantities $\rho$ which are roots of a quadratic equation, we introduce a parametric quantity $\alpha$; the quantities $c_0$ and $c$ are regarded as arbitrary functions of $\alpha$. Quantities $c_1, c_2, ...$ are determined by the equations

$$0 = c_1f_0(\alpha + 1) + c_0f_1(\alpha),$$
$$0 = c_0f_0(\alpha + 2) + c_1f_1(\alpha + 1) + c_0f_2(\alpha),$$

............

which in form are the same as the earlier set, if the first equation of that set is omitted and $\rho$ is replaced by $\alpha$. Moreover, we have

$$c_n(\alpha) = \frac{c_n(\alpha)h_n(\alpha)}{f_0(\alpha + 1)f_0(\alpha + 2) ... f_0(\alpha + n)};$$

so that, if we choose $\alpha$ as different from a root of the quadratic $f_0(\rho) = 0$, the quantities $c_n(\alpha)$ are finite. We thus have an expression

$$z = g(t, \alpha) = \sum_{n=0}^{\infty} c_n t^{\kappa+n};$$

also

$$D(z) = \sum_{n=0}^{\infty} c_n D(t^{\kappa+n})$$
$$= \sum_{n=0}^{\infty} c_n t^{\kappa+n} f(t, \alpha+n)$$
$$= \sum_{n=0}^{\infty} c_n t^{\kappa+n} \left[ f_0(\alpha+n) + tf_1(\alpha+n) + t^2f_2(\alpha+n) + ... \right]$$
$$= \sum_{n=0}^{\infty} t^{\kappa+n} \left[ c_n f_0(\alpha+n) + c_{n-1} f_1(\alpha+n-1) + ... + c_0 f_n(\alpha) \right].$$

On account of the relations among the quantities $c$, the coefficient of $t^{\kappa+n}$ vanishes when $n = 1, 2, ...$; and so

$$Dz = c_0 f_0(\alpha) t^{\kappa},$$

an equation satisfied by

$$z = g(t, \alpha),$$

where $\alpha$ is an arbitrary parametric quantity.

We take the three possibilities in order.

* The series for $z$ is one of the allied series indicated on p. 246, footnote; its convergence is assumed in this exposition.
I. Let \( f_0 (\rho) = 0 \) have a repeated root \( \rho = \sigma \); then, as the coefficient of \( m^2 \) in \( f_0 (m) \) is unity, we have
\[
f_0 (\alpha) = (\alpha - \sigma)^2;
\]
so that
\[
Dz = \alpha_0 (\alpha - \sigma)^2 t^\alpha.
\]
It is clear that the values of
\[
z, \quad \frac{\partial z}{\partial \alpha},
\]
when \( \alpha \) is made equal to \( \sigma \), give
\[
Dz = 0, \quad D \frac{\partial z}{\partial \alpha} = 0;
\]
in other words, two integrals of the equation
\[
Dy = 0
\]
are given by
\[
y = [\alpha]_{\alpha = \sigma}, \quad y = \left[ \frac{\partial z}{\partial \alpha} \right]_{\alpha = \sigma}.
\]

II. Let \( f_0 (\rho) = 0 \) have two unequal roots \( \rho = \sigma \) and \( \rho = \tau \), where \( \tau - \sigma \) is not a whole number; then
\[
f_0 (\alpha) = (\alpha - \tau) (\alpha - \sigma),
\]
so that
\[
Dz = \alpha_0 (\alpha - \tau) (\alpha - \sigma) t^\alpha.
\]
It is clear that the value of \( z \) when \( \alpha \) is made equal to \( \tau \), and its value when \( \alpha \) is made equal to \( \sigma \), give
\[
Dz = 0;
\]
in other words, two integrals of the equation
\[
Dy = 0
\]
are given by
\[
y = [\alpha]_{\alpha = \tau}, \quad y = [\alpha]_{\alpha = \sigma}.
\]

III. Let \( f_0 (\rho) = 0 \) have two roots \( \sigma \) and \( \sigma - s \), where \( s \) is a positive whole number greater than \( 0 \); then
\[
f_0 (\alpha) = (\alpha - \sigma) (\alpha - \sigma + s).
\]
We now take
\[
c_0 = f_0 (\alpha + 1) f_0 (\alpha + 2) ... f_0 (\alpha + s) c;
\]
this makes the expression for \( z \) finite when the special values \( \sigma \) and \( \sigma - s \) are assigned to \( \alpha \). Also
\[
c_0 f_0 (\alpha) = (\alpha - \sigma)(\alpha - \sigma + s)^2 A,
\]
where \( A \) is a quantity that remains finite when \( \alpha \) has either of the values \( \sigma \) and \( \sigma - s \). Hence
\[
Dz = (\alpha - \sigma)(\alpha - \sigma + s)^2 A t^\alpha.
\]
It is clear that the value of \( z \) when \( \alpha \) is made equal to \( \sigma \), the value of \( z \) when \( \alpha \) is made equal to \( \sigma - s \), and the value of \( \frac{\partial z}{\partial \alpha} \) when \( \alpha \) is made equal to \( \sigma - s \), all give
\[
Dz = 0;
\]
in other words, there are apparently three integrals of the equation
\[
Dy = 0
\]
given by
\[
y = [\alpha]_{\alpha = \sigma}, \quad y = [\alpha]_{\alpha = \sigma - s}, \quad y = \left[ \frac{\partial z}{\partial \alpha} \right]_{\alpha = \sigma - s}.
\]

But consider
\[
y = [\alpha]_{\alpha = \sigma - s}.
\]
We have
\[
z = t^\alpha \sum_{n=0}^{s-1} c_n t^n = t^\alpha \sum_{n=0}^{s-1} c_n t^n + t^{\sigma + s} \sum_{n=s}^{\infty} c_n t^n
\]
\[
= t^\alpha \sum_{n=0}^{s-1} c_n t^n + t^{\sigma + s} \sum_{n=s}^{\infty} c_{n+s} t^n.
\]
As regards the first sum, the coefficients \( c_n \), for all the values
\[
n = 0, 1, ..., s - 1,
\]
contain a factor \( \alpha - \sigma + s \), because
\[
c_n = \frac{c_0 (\alpha) h_n (\alpha)}{f_0 (\alpha + 1) ... f_0 (\alpha + n)} = f_0 (\alpha + 1) ... f_0 (\alpha + s) h_n (\alpha) \alpha,
\]
which, for \( n = 0, ..., s - 1 \), contains \( f_0 (\alpha + s) \), and therefore also \( \alpha + s - \sigma \), as a factor. Hence, when \( \alpha \) is made equal to \( \sigma - s \), the first sum vanishes. As regards the second sum, we write it in the full form
\[
\alpha s + c_0 (\alpha) + t^{\alpha + s + 1} c_{s+1} (\alpha) + ...,
\]
which, when $\alpha$ is made equal to $\sigma - s$, becomes
\[ t^\sigma c_\alpha (\sigma - s) + t^{\sigma+1} c_{\alpha+1} (\sigma - s) + \ldots, \]
a series that begins with $t^\sigma$ and proceeds in ascending powers of $t$.

But
\[ y = [x]_{\alpha = \sigma} \]
is a series that begins with $t^\sigma$ and proceeds in ascending powers of $t$; hence the second sum in $[x]_{\alpha = \sigma}$ is either another integral beginning with $t^\sigma$, or it is a constant multiple of $y = [x]_{\alpha = \sigma}$.

If it could be another integral, a combination
\[ [x]_{\alpha = \sigma} - \lambda [x]_{\alpha = \sigma - s} \]
could be taken so that, by appropriate choice of the constant $\lambda$, the term in $t^\sigma$ would vanish and the expression would begin with $t^{\sigma+1}$. It is a linear combination of two supposed integrals and therefore is an integral of the equation; so that, on the hypothesis assumed, we have an integral of the equation that begins with $t^{\sigma+1}$ and involves powers of $t$ only. There is no such integral, for $\sigma + 1$ is not a root of $f_\alpha (\rho) = 0$. Hence
\[ y = [x]_{\alpha = \sigma - s} \]
is not an independent integral; it is a constant multiple (which may be a zero multiple) of
\[ y = [x]_{\alpha = \sigma}. \]

Consequently, in the present case, two integrals of the equation $Dy = 0$ are given by
\[ y = [x]_{\alpha = \sigma}, \quad y = \left[ \frac{\partial x}{\partial \alpha} \right]_{\alpha = \sigma - s}. \]

Summing up the results, we may state them in the following rule:—

The primitive of the differential equation
\[ t^\sigma \frac{d^2 y}{dt^2} + pt \frac{dy}{dt} + qy = 0, \]
where $p$ and $q$ are uniform functions of $t$ that remain finite when $t = 0$, can be obtained by constructing an expression
\[ z = \Sigma c_\alpha t^{\alpha+n}, \]
such that all the terms in
\[ t^\sigma \frac{d^2 z}{dt^2} + pt \frac{dz}{dt} + qz \]
vanish except only the term in $t^\sigma$. If
\[ t^\sigma \frac{d^2 x}{dt^2} + pt \frac{dx}{dt} + qx = c_\alpha t^\alpha f_\alpha (\alpha), \]
$f_\alpha (\alpha)$ being a quadratic function of $\alpha$, there are three cases:

I. If the roots of $f_\alpha (\rho) = 0$ are equal, and have $\sigma$ and $\tau$ as their common value, two linearly independent integrals are given by
\[ y = [x]_{\alpha = \sigma}, \quad y = \left[ \frac{\partial x}{\partial \alpha} \right]_{\alpha = \sigma}. \]

II. If the roots of $f_\alpha (\rho) = 0$ be unequal and do not differ by an integer, and if they have $\sigma$ and $\tau$ as their values, two linearly independent integrals are given by
\[ y = [x]_{\alpha = \sigma}, \quad y = [x]_{\alpha = \tau}. \]

III. If the roots of $f_\alpha (\rho) = 0$ be $\sigma$ and $\sigma - s$, where $s$ is a positive integer, the proper modification in $c_\alpha$ must be made: and then two linearly independent integrals are given by
\[ y = [x]_{\alpha = \sigma}, \quad y = \left[ \frac{\partial x}{\partial \alpha} \right]_{\alpha = \sigma - s}. \]

As the equation
\[ f_\alpha (\rho) = 0 \]
determines the index of the initial term in the various expressions for $y$, it is often called the indicial equation; and the quantity $f_\alpha (\rho)$ is often called the indicial function.

The general theory will now be illustrated by some particular examples.

**Ex. 1.** Consider the hypergeometric equation when $\gamma = 1$; it is
\[ x (1-x) \frac{d^2 y}{dx^2} + (1-(a+b+1)x) \frac{dy}{dx} - a\beta y = 0. \]

Let $D$ denote the operator
\[ x (1-x) \frac{d^2 y}{dx^2} + (1-(a+b+1)x) \frac{dy}{dx} - a\beta y. \]

Taking
\[ y = x^p \sum_{\alpha = 0}^{\infty} c_\alpha x^{\alpha}, \]
and the relations
\[ (n+1+p) \beta c_{n+1} = (n+a+p) (n+\beta+p) c_n, \]
and
\[ y = \sum_{\alpha = 0}^{\infty} c_\alpha x^{\alpha+n}, \]

**Note 1**
we have
\[ y = c_0 x^a \left\{ 1 + \frac{(a+p)(\beta+\rho)}{(1+p)\rho^2} x^a + \frac{(a+p)(\alpha+\rho+1)(\beta+\rho+1)^2}{(1+p)\rho^2(\beta+\rho)^2} x^{a+2} + \ldots \right\} \]

\[ = c_0 x^a g(a, \beta, \rho, x), \]
say. We also have
\[ Dy = x^{p-1} c_0 \rho^2. \]

Clearly
\[ \left[ y \right]_{\rho=0}, \ \left[ \frac{\partial y}{\partial \rho} \right]_{\rho=0}, \]
are solutions.

In the present case, we can take \( c_0 \) unity. The integral \( \left[ y \right]_{\rho=0} \) gives
\[ F(a, \beta, 1, x) \]
as one solution. The integral \( \left[ \frac{\partial y}{\partial \rho} \right]_{\rho=0} \) gives
\[ F(a, \beta, 1, x) \log x \]
and therefore
\[ \frac{\partial}{\partial \rho} \left\{ \frac{c_0 x^{a+\rho}}{\alpha + 2\rho} \right\} + \frac{c_0 (a+2\rho)^2}{\alpha + 2\rho} \log x \]
are the other solutions.

Ex. 2. Obtain the primitive of the hypergeometric equation, when \( \gamma \) is a negative integer.

Ex. 3. Consider Bessel's equation for functions of order zero, viz.
\[ Dy = x y'' + y' + x y = 0. \]

It is not in the exact form of the general theory: to compare it with that form, we note that
\[ p = \alpha, \quad q = \beta x^2; \]
an irrelevant factor \( x \) can be removed. We substitute
\[ x = c_0 \alpha^a + c_1 \alpha^{a+1} + c_2 \alpha^{a+2} + \ldots, \]
and choose relations among the constants \( c \) so that all terms other than those involving the lowest power of \( x \) vanish; and we find
\[ x^a Dz = c_0 \alpha^a x^a, \]
provided
\[ (a+1)^2 c_1 = 0, \]
\[ (a+2+1)^2 c_{a+1} + c_{a-1} = 0, \]
the latter holding for \( a = 1, 2, 3, \ldots \). When these relations are solved, and the values of the coefficients \( c \) are substituted, we have
\[ z = c_0 x^a \left\{ 1 - \frac{x^2}{(a+2)^2} + \frac{x^4}{(a+2)^2(a+4)^2} - \ldots \right\} \].

The first of these is
\[ \frac{c_0}{2} \left\{ 1 - \frac{x^2}{2^2} + \frac{x^4}{2^24^2} - \ldots \right\}, \]
or, taking \( c_0 = 1 \), we have
\[ y_1 = J_0(x) \].

For the second, we note that
\[ \frac{d}{dx} \left\{ \frac{c_0 x^{a+\rho}}{\alpha + 2\rho} \right\} + \frac{c_0 (a+2\rho)^2}{\alpha + 2\rho} \log x \]
and therefore, making \( c_0 = 1 \), we obtain the second integral in the form
\[ y_2 = \left\{ 1 - \frac{x^2}{2^2} + \frac{x^4}{2^24^2} \right\} \log x \]
and the primitive of the equation is
\[ y = A J_0(x) + B K_0(x). \]

Ex. 4. Consider Bessel's equation for functions of order \( n \), viz.
\[ Dy = x y'' + x y' + (x^2 - n^2) y = 0. \]

Constructing an expression
\[ z = c_0 x^n + c_1 x^{n+1} + c_2 x^{n+2} + \ldots, \]
we have
\[ Dz = c_0 (a^2 - n^2) x^n, \]
provided
\[ (a+1)^2 c_1 = 0, \]
\[ (a+n)^2 c_m + c_{m-2} = 0. \]
the latter holding for \( m = 1, 2, 3, \ldots \). When these relations are solved, and the values of the coefficients \( c \) are substituted, we have

\[
z = c_0 x^n \left[ 1 - \frac{x^2}{(a+2)^2 - n^2} + \frac{x^4}{(a+2)^2 - n^2} \left( \frac{x^2}{(a+4)^2 - n^2} \right) - \ldots \right].
\]

In the present instance, we have

\[f_0(a) = a^2 - n^2 = (a-n)(a+n),\]

so that the equation is included \(^*\) in the second case (p. 251) when \( n \) is not a whole number, and it is included in the third case (p. 251) when \( n \) is a whole number other than zero.

First, suppose that \( n \) is not a whole number. Then, when \( a = n \), take

\[c_0 = \frac{1}{2^a \Pi(n)} ;\]

and when \( a = -n \), take

\[c_0 = \frac{1}{2^{-n} \Pi(-n)} .\]

The two integrals are

\[y_1 = \left[ x \right]_{a=-n}^{a=n} = \sum_{n=0}^{\infty} \frac{(-1)^n}{\Pi(n+r) \Pi(\alpha)} \left( \frac{x^2}{2} \right)^{n+2r} = J_n,\]

and

\[y_2 = \left[ x \right]_{a=-n}^{a=n} = \sum_{n=0}^{\infty} \frac{(-1)^n}{\Pi(-n-r) \Pi(\alpha)} \left( \frac{x^2}{2} \right)^{-n-2r} = J_{-n},\]

and the primitive is

\[y = AJ_n + BJ_{-n}.\]

Secondly, suppose that \( n \) is a whole number which will be taken to be the positive square root of \( n^2 \), the quantity that occurs in the differential equation.

One integral is given by

\[y_1 = \left[ x \right]_{a=n} \]

taking \( c_0 \) to be \( \frac{1}{2^a \Pi(n)} \); we have

\[y_1 = \sum_{n=0}^{\infty} \frac{(-1)^n}{\Pi(n+r) \Pi(\alpha)} \left( \frac{x^2}{2} \right)^{n+2r} = J_n.\]

\(^*\) Strict comparison with the general case shows that the critical value arises when \( 2n \) is a whole number. But the vanishing denominator factor arises through a quantity of the form \( (a+2n)^2 - n^2 \), where \( p \) is a whole number; so that, whether \( a = n \) or \( -n \), the factor can vanish only when \( n \) (and not merely \( 2n \)) is a whole number.

---

**NOTE 1**

**BESSEL'S EQUATIONS**

The second integral arises when \( a = -n \). One of the coefficients becomes formally infinite through the occurrence of a denominator factor \( (a+2n)^2 - n^2 \); accordingly, we write

\[c_0 = C \frac{1}{(a+2n)^2 - n^2},\]

and then

\[z = \sum_{n=0}^{\infty} \frac{(a+2n)^2 - n^2}{\Pi(n)} \left( \frac{x^2}{2} \right)^n x^n \]

and

\[+ E \frac{2n+1}{x} \left[ \frac{1}{(a+2n+2)^2 - n^2} \right] \sum_{n=0}^{\infty} \frac{(a+2n+2)^2 - n^2}{\Pi(n)} \left( \frac{x^2}{2} \right)^n x^n \]

\[= z_1 + z_2,\]

say, where \( z_1 \) denotes the first line and \( z_2 \) the second line in the expression for \( z \). And now

\[Dz = C \frac{1}{(a+n)^2 - n^2} \left( \frac{x^2}{2} \right)^n x^n = C \frac{1}{(a-n)^2 \Pi(a+n)} x^n.\]

Two integrals are given by \( a = -n \); they are

\[\left[ x \right]_{a=-n}^{a=n} = \frac{E}{2^n \Pi(n)} \]

and the former, by the general theory, is to be a constant multiple of \( \left[ x \right]_{a=-n} \). Now

\[\left[ x \right]_{a=-n} = 0,\]

on account of the factor \( a+n \) in each term of \( z_2 \); and

\[\left[ x \right]_{a=-n} = \frac{E}{2^n \Pi(n)} J_n,\]

so that

\[\left[ x \right]_{a=-n} = \left[ x \right]_{a=-n} + \left[ x \right]_{a=-n} = \frac{E}{2^n \Pi(n)} J_n,\]

and thus it provides no new integral.

For the other, we have

\[\left[ x \right]_{a=-n} = \left[ x \right]_{a=-n} + \left[ x \right]_{a=-n} = \frac{E}{2^n \Pi(n)} J_n,\]

Now

\[\left[ x \right]_{a=-n} = \sum_{n=0}^{\infty} \frac{(-1)^n}{\Pi(n)} \frac{x^2}{2} \frac{x^2}{2} (n+1) \sum_{m=0}^{\infty} \frac{1}{\Pi(n)} \frac{x^2}{2},\]

say; and

\[\left[ x \right]_{a=-n} = \frac{E}{2^n \Pi(n)} \left[ \frac{1}{(a-n+1)} \right] \frac{x^2}{2} \frac{x^2}{2} (n+1) \frac{1}{(n+2) \frac{x^2}{2}},\]

say; so that the integral is \( z_1 + z_2 \).
In \( \xi, \) the part represented by

\[
\frac{1}{2} E_\Pi = \sum_{r=0} \frac{(-1)^r \Pi(n) \psi(n)}{\Pi(r) \Pi(n+r)} \frac{\pi^{2r}}{2} \frac{1}{n^{\alpha-1}} \Pi(n-1),
\]

is a constant multiple of \( J_\xi \); it therefore can be omitted, for \( J_\xi \) has been retained and any linear combination of integrals with constant coefficients is an integral. Rejecting this part, and choosing

\[
C = \frac{1}{n^{\alpha-1}} \Pi(n-1),
\]

so that

\[
E = \frac{1}{2} \sum \frac{(-1)^r \Pi(n)}{\Pi(r) \Pi(n+r)} \frac{\pi^{2r}}{2} \frac{1}{n^{\alpha-1}} \Pi(n),
\]

we have the second integral in the form

\[
y = \frac{1}{n!} \sum \frac{(-1)^r \Pi(n-m)}{\Pi(r) \Pi(n+r)} \frac{\pi^{2r}}{2} \frac{1}{n^{\alpha-1}} \Pi(n-m),
\]

\[
+ \frac{\pi^{2r}}{2} \sum \frac{(-1)^r}{\Pi(r) \Pi(n+r)} \left(2 \log x - \psi(r) - \psi(n+r)\right) \frac{\pi^{2r}}{2},
\]

which differs only by a constant multiple of \( J_\xi \) from the expression given in § 105, Ex. 1.

The primitive is

\[
A J_\xi + B y.
\]

Ex. 5. Integrate the equation

\[
D y = x \left((2 - x^2) y'' - (x^2 + 4x + 2) (1 - x) y' + y\right) = 0
\]

by means of integrals proceeding in powers of \( x. \) (The equation can be integrated by quadratures; it is here used to illustrate the method of Frobenius.)

We take

\[
xz = \sum_{n=0} c_n x^{n+1},
\]

and easily find that

\[
xz D x = 2a (a-2) c_0 x^{a-1},
\]

provided

\[
0 = c_0 (a^2 - 1) - c_0 (a + 1),
\]

\[
0 = 2a (a + 2) - 2a (a-2) - c_0 (a + 2)x^a
\]

and

\[
2 (a + 1) (a + 2) c_{n+1} - c_{n+2} = (a + 2) (a + 3) c_{n-1} - c_{n-2},
\]

the last holding for \( n = 2, 3, \ldots. \)

The equation \( f_0 (p) = 0 \) here is

\[
\rho (p-2) = 0,
\]

obtaining integrals in each case in series of powers of \( x. \)
EQUATIONS HAVING ALL THEIR INTEGRALS REGULAR.

This note is restricted, for the sake of simplicity, to linear equations of the second order. For the discussion of the corresponding questions affecting linear equations of any order, reference may be made to my Theory of Differential Equations, vol. IV., Chapters III., IV., VI., VII.

We have had numerous examples of linear equations of the second order in which the integrals belonged to one or other of two types. One type was represented by a power-series, say $R(x)$. The other type was represented by an expression involving power-series and a logarithm. Thus for Legendre's equation, in varying circumstances, we have had solutions given by

(i) $P_n$ and $Q_n$,

(ii) $Q_n$ and $Q_n \log x + R_n$,

(iii) $P_n$ and $P_n \log x + S_n$,

where $P_n, Q_n, R_n, S_n$, are power-series. Similarly for Bessel's equation, in ascending powers of $x$; and for the hypergeometric equation. Such integrals are called regular.

Some equations have all their integrals regular, whatever be the variable of expansion in the power-series. Thus all the integrals of the hypergeometric equation are regular, whether they proceed in powers of $x$, or $1-x$, or $1/x$, or $1/(1-x)$, or $x/(x-1)$, or $(x-1)/x$. All the integrals of the Legendre equation are regular. The integrals of the Bessel equation are regular when expanded in ascending powers of $x$; but (Ex. 2, § 105) they are not regular when expanded in descending powers of $x$, for the power-series in $1/x$ are multiplied by $e^{\pm i}$ or $e^{-\pm i}$.

It follows that we may expect to obtain a special class of equations, characterised by the property that all their integrals (in whatever expansions they are taken) are of the type called regular. We proceed to obtain their general form, when we deal only with equations of the second order, represented by

$$\frac{d^2y}{dx^2} + P \frac{dy}{dx} + Qy = 0,$$

where we shall assume that $P$ and $Q$ are uniform functions of $x$.

In the first place, if the equation has an integral

$$y = u \log(x-a) + v,$$

where $u$ and $v$ are series of powers in $x-a$, then

$$y = u$$

is also an integral. Let the former be substituted in the equation; then

$$\left(\frac{d^2u}{dx^2} + P \frac{du}{dx} + Qu\right) \log(x-a) + P \frac{du}{dx} \frac{u}{x-a} + Qv + \frac{2}{x-a} \frac{du}{dx} - \frac{1}{(x-a)^2} u = 0,$$

which must be satisfied identically when the power-series for $u$ and $v$ are substituted. The only way, in which the terms involving $\log(x-a)$ can disappear, is by having

$$\frac{d^2u}{dx^2} + P \frac{du}{dx} + Qu = 0$$

identically—which shews that $y = u$ is an integral of the equation.

Accordingly, we have two cases to consider, viz. (i) when there are two linearly independent integrals in the form of power-series, say

$$y_1 = u, \quad y_2 = v,$$
where \( u \) and \( w \) are series in ascending powers of \( x \); (ii) when there are two linearly independent integrals

\[ y_1 = u, \quad y_2 = u \log x + v, \]

where \( u \) and \( v \) are series in ascending powers of \( x \).

In case (i), let the first term in \( u \) be \( a_0 x^m \) and the first term in \( w \) be \( c_0 x^n \). Without loss of generality, we can assume that \( m \) and \( n \) are unequal; for if they were equal, we should substitute

\[ a_0 u - c_0 w \]

for either \( u \) or \( w \), and the requirement would be satisfied.

In case (ii), let the first term in \( u \) be \( a_0 x^m \) and the first term in \( v \) be \( b_0 x^l \). Again, without loss of generality, we can assume that \( m \) and \( l \) are unequal; if they were equal, we should substitute

\[ a_0 y_2 - b_0 y_1 \]

for \( y_2 \), and then the requirement would be satisfied.

For both cases, we have

\[ \frac{d^2 y_1}{dx^2} + P \frac{dy_1}{dx} + Qy_1 = 0, \]
\[ \frac{d^2 y_2}{dx^2} + P \frac{dy_2}{dx} + Qy_2 = 0; \]

and therefore

\[ \left( y_2 \frac{dy_1}{dx} - y_1 \frac{dy_2}{dx} \right) P = -\left( y_2 \frac{d^2 y_1}{dx^2} - y_1 \frac{d^2 y_2}{dx^2} \right), \]
\[ \left( y_2 \frac{dy_1}{dx} - y_1 \frac{dy_2}{dx} \right) Q = -\left( \frac{dy_1}{dx} \frac{d^2 y_2}{dx^2} - \frac{dy_2}{dx} \frac{d^2 y_1}{dx^2} \right). \]

**Case I.** Taking the expansions in ascending powers of \( x \), we have

\[ y_1 \frac{dy_1}{dx} - y_1 \frac{dy_2}{dx} = a_0 c_0 (m - n) x^{m+n-1} + \ldots, \]
\[ y_2 \frac{d^2 y_1}{dx^2} - y_1 \frac{d^2 y_2}{dx^2} = a_0 c_0 (m - n) (m + n - 1) x^{m+n-2} + \ldots, \]
\[ \frac{dy_1}{dx} \frac{d^2 y_2}{dx^2} - \frac{dy_2}{dx} \frac{d^2 y_1}{dx^2} = -a_0 c_0 mn (m - n) x^{m+n-3} + \ldots. \]

Now \( m - n \) is not zero; hence

\[ xP = -\frac{m + n - 1 + \text{powers of } x}{1 + \text{powers of } x}, \]

that is, when \( P \) is expanded in powers of \( x \), it may contain a term in \( \frac{1}{x} \) as its lowest term; otherwise it will contain no negative power. Again,

\[ a^2 Q = \frac{mn + \text{powers of } x}{1 + \text{powers of } x}, \]

that is, when \( Q \) is expanded in powers of \( x \), it may contain a term in \( \frac{1}{x^2} \) as its lowest term, and also a term in \( \frac{1}{x} \). Clearly \( P \) contains no term with a negative index, if \( m + n = 1 \); and \( Q \) does not contain the term in \( \frac{1}{x^2} \), if \( m \) or \( n \) is zero.

**Case II.** We have

\[ \frac{d^2 u}{dx^2} + P \frac{du}{dx} + Qu = 0, \]
\[ \frac{d^2 v}{dx^2} + \frac{2}{x} \frac{dv}{dx} - \frac{u}{x^2} + P \left( \frac{dv}{dx} + \frac{u}{x} \right) + Qv = 0. \]

There are two sub-cases, according as \( m < l \) or \( m > l \).

We proceed as above. When \( m < l \), the lowest term in the expansion of \( P \) is

\[ \frac{-2m - 1}{x}, \]

and the lowest term in the expansion of \( Q \) is

\[ \frac{m^2}{x^2}. \]

When \( m > l \), the lowest term in the expansion of \( P \) is

\[ \frac{1 + m - 1}{x}, \]

and the lowest term in the expansion of \( Q \) is

\[ \frac{l^m}{x^m}. \]

The forms of \( P \) and \( Q \), as regards the index of the lowest power of \( x \) which they contain, are the same as before; the quantity \( xP \) contains no power of \( x \) with a negative index, and the quantity \( a^2 Q \) contains no power of \( x \) with a negative index.
Hence for all the cases it follows that, when the integrals of the equation
\[ \frac{d^2y}{dx^2} + P \frac{dy}{dx} + Qy = 0 \]
are expanded in ascending powers of \( x \), and are of the type called regular for that expansion, \( axP \) and \( ax^2Q \) must be devoid of terms with negative indices when they are expanded in ascending powers of \( x \). But \( axP \) does not necessarily contain a term in \( ax \), and \( ax^2Q \) does not necessarily contain terms in \( ax \) and \( ax^2 \).

Next, consider expansions in powers of \( x - a \), where \( a \) is any finite constant; thus \( a = 1 \) for the hypergeometric equation. Writing \( x - a = t \), we have the differential equation in the form
\[ \frac{d^2y}{dt^2} + P' \frac{dy}{dt} + Q'y = 0, \]
where now \( P' \) and \( Q' \) are uniform functions of \( t \). In order that the integrals, when expressed in powers of \( t \) and of a possible \( \log t \), may be regular, \( tP' \) and \( t^2Q' \) must be devoid of terms with negative indices when they are expanded in ascending powers of \( t \). Consequently, when \( P \) and \( Q \) are expanded in ascending powers of \( x - a \), it is necessary that \( (x - a)P \) and \( (x - a)^2Q \) should contain no terms with negative indices, if the integrals of the equation are to be regular so far as concerns expansion in powers of \( x - a \).

Further, consider expansions valid for very large values of \( x \). We change the independent variable from \( x \) to \( z \), where \( xz = 1 \); and we consider expansions in ascending powers of \( z \). The equation becomes
\[ \frac{d^2y}{dz^2} + P'' \frac{dy}{dz} + Q''y = 0, \]
where
\[ P'' = -\frac{1}{x^2} P + \frac{2}{x} , \quad Q'' = \frac{1}{x^2} Q. \]
In order that the integrals of the equation, when expressed in ascending powers of \( z \) and of a possible \( \log z \), may be regular, \( zP'' \) and \( z^2Q'' \) must be devoid of terms with negative indices when they are expanded in ascending powers of \( z \). Consequently, when \( P \) and \( Q \) are expanded in ascending powers of \( z \), \( P \) must begin with a term involving at least the first power of \( z \), and \( Q \) must begin with a term involving at least the second power of \( z \). Therefore, also, when \( P \) and \( Q \) are expanded in descending powers of \( z \), \( P \) must begin with a term involving at least the first power of \( 1/z \), and \( Q \) must begin with a term involving at least the second power of \( 1/z \).

We have considered the forms of \( P \) and \( Q \) for all the expansions that are to occur; the results may be gathered together so as to provide the complete explicit forms of \( P \) and \( Q \). Let \( a_1, a_2, \ldots, a_n \) be all the different finite values of \( x \) (including zero) that need to be considered; and write
\[ T = (x - a_1)(x - a_2) \ldots (x - a_n). \]

Then, for expansions in ascending powers of \( x - a \), the product \( TP \) contains no term in \( x - a \) with a negative index; and this holds for each of the quantities \( a_1, \ldots, a_n \). Hence \( TP \) will contain only terms with positive powers for each expansion; so denoting this quantity by \( M \), we have
\[ TP = M. \]

Similarly, the product \( T^2Q \) will contain only terms with positive powers for each expansion; so denoting this quantity by \( N \), we have
\[ T^2Q = N. \]

When the integrals are to be regular for large values of \( x \), we imagine \( P \) and \( Q \) expanded in descending powers of \( x \); and then \( P \) must begin at least with a term in \( 1/x \), while \( Q \) must begin at least with a term in \( 1/x^2 \). Now
\[ P = \frac{M}{T}, \quad Q = \frac{N}{T^2}, \]
and \( T \) is of degree \( n \) in \( x \). Now \( P \) is not to have any positive power of \( x \) and not to have any constant term; hence \( M \) is a polynomial in \( x \) of degree not greater than \( n - 1 \). Similarly, \( Q \) is not to have any positive power of \( x \), no constant term, and no term in \( 1/x \); hence \( N \) is a polynomial in \( x \) of degree not greater than \( 2n - 2 \).
EXAMPLES

We thus have the result:

The most general form of linear equation of the second order, which has its integrals everywhere of the type called regular, is

$$\frac{d^2y}{dx^2} + \frac{M}{T} \frac{dy}{dx} + \frac{N}{T^2} y = 0,$$

where $T$ is a polynomial in $x$ of any degree $n$ having no equal roots, while $M$ and $N$ are polynomials in $x$ of degrees not greater than $n-1$ and $2n-2$ respectively.

These equations were first discussed by Fuchs* by a different method, and for any order; so they are often said to be of Fuchsian type.

It follows, from the theorem which has just been proved and from the analysis used in the proof, that, when an equation

$$\frac{d^2y}{dx^2} + P \frac{dy}{dx} + Qy = 0$$

is given, where $P$ and $Q$ are rational functions of $x$, we can at once settle by inspection what are the expansions that give regular integrals and what are the expansions that do not give regular integrals.

The regular integrals would be constructed by the method of Frobenius.

Ex. 1. Legendre's equation

$$(1-x^2) \frac{d^2y}{dx^2} - 2x \frac{dy}{dx} + p(p+1)y = 0$$

is of Fuchsian type. For $T=1-x^2$ having unequal roots; also $n=2$. Now $M=2x$, so that its degree is not greater than $n-1$; and

$$N=p(p+1) T = (1-x^2),$$

so that its degree is not greater than $2n-2$. All the conditions are satisfied: the integrals are everywhere regular.

Similarly all the conditions are satisfied for the hypergeometric equation

$$x(1-x) \frac{d^2y}{dx^2} + (y-(\alpha+\beta+1)x) \frac{dy}{dx} - \alpha \beta y = 0;$$

its integrals are everywhere regular.

Ex. 2. Consider Bessel's equation

$$\frac{d^2y}{dx^2} + \frac{1}{x} \frac{dy}{dx} + \frac{(x^2-m^2)}{x^2} y = 0.$$

Here $T=x$, with a single root, and $n=1$.

* Crell's, t. lxvi. (1866), pp. 139–154.

NOTE III] EQUATIONS HAVING SOME INTEGRALS REGULAR

The quantity $M$ is unity. As regards expansions in ascending powers of $x$, the condition for $M$ is satisfied; and for expansions in descending powers of $x$, the condition for $M$ is satisfied.

The quantity $N$ is $x^2-m^2$. For expansions in ascending powers of $x$, we take

$$N=-m^2+x^2,$$

and the condition is satisfied. For expansions in descending powers of $x$, the degree of the polynomial $N$ should be not greater than $2(1-1)$, while it actually is equal to $2$, so that the condition is not satisfied.

The integrals of Bessel's equation are regular for expansions in ascending powers of $x$; they are not regular for expansions in descending powers of $x$.

Ex. 3. Shew that the equation

$$\frac{d^2y}{dx^2} + \frac{2x^2+ax+b}{T} \frac{dy}{dx} + \frac{d^2x^2+\beta x+\gamma}{T^2} y = 0,$$

where

$$T=(x-a)(x-b)(x-c),$$

no two of the three constants $a$, $b$, $c$, being equal to one another, and $a$, $\beta$, $\alpha$, $\gamma$, denoting constants, has all its integrals regular. Obtain these integrals, in expansions in $x-a$, $x-b$, $x-c$, $1/x$, respectively.

Ex. 4. Discuss the preceding equation for the cases

(i) $\alpha=\beta=\gamma; x$; 
(ii) $\alpha=\beta=\gamma=\gamma c$;

obtaining in each case such integrals as are regular.

III.

EQUATIONS HAVING SOME (BUT NOT ALL) INTEGRALS REGULAR.

We have seen that an equation (such as Bessel's, for example) may satisfy the conditions that all the integrals may be regular for one expansion and not all be regular for another.

The question then arises; if not all the integrals are regular for one expansion, are there any that are regular for that expansion?

For simplicity, we shall consider an expansion in ascending powers of $x$; and we shall, as before, represent the equation by

$$Dy = y'' + Py' + Qy = 0.$$

When all the integrals are regular, the coefficients $P$ and $Q$ have the form

$$P = \frac{p_0}{x} + p_1 + p_2 x + \ldots,$$

$$Q = \frac{q_0}{x} + q_1 + q_2 + q_3 x + \ldots.$$
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and the index $\rho$ for a regular integral
\[ y = c_0 x^\rho + c_1 x^{\rho+1} + \ldots, \]
on obtained by the Frobenius method with the relation
\[ Dy = c_0 x^{\rho-2} [\rho (\rho - 1) + p_0 \rho + q_0], \]
is a root (p. 251) of the indicial equation
\[ \rho (\rho - 1) + p_0 \rho + q_0 = 0, \]
which is a quadratic. The method of proceeding has already been explained.

Now suppose that not all the integrals are regular; thus either $P$, or $Q$, or both $P$ and $Q$, must cease to have the foregoing form. We still contemplate the possibility of an integral of the form
\[ y = c_0 x^\rho + c_1 x^{\rho+1} + \ldots. \]

First, let $P$ have the same form as before, and let
\[ Q = \frac{q_0}{x^2} + \frac{q_1}{x} + q_3 + q_4 x + \ldots; \]
then, when we use the Frobenius method for the construction of the integral, we have
\[ Dy = c_0 x^{\rho-3} q_0. \]
The indicial equation is
\[ q_0 = 0; \]
that is, there is no index $\rho$, and therefore no regular integral.

Next, let $Q$ have the earlier form, and let
\[ P = \frac{p_0}{x^2} + \frac{p_1}{x} + p_3 + p_4 x + \ldots; \]
when we use the Frobenius method for the construction of the integral, we have
\[ Dy = c_0 x^{\rho-3} p_0 \rho, \]
so that the indicial equation is
\[ p_0 \rho = 0. \]
Thus there is one index, viz. $\rho = 0$. The equation may have one regular integral; so we should construct the expression by the Frobenius method and, in any case where the series obtained is a converging series, we then do obtain one regular integral.

Next, let neither $P$ nor $Q$ have the earlier form; let them be
\[ P = \frac{p_0}{x^2} + \frac{p_1}{x} + p_3 + p_4 x + \ldots, \]
\[ Q = \frac{q_0}{x^2} + \frac{q_1}{x} + q_3 + q_4 x + \ldots. \]
When we use the Frobenius method for the construction of the integral, we have
\[ Dy = c_0 x^{\rho-3} (p_0 \rho + q_0), \]
so that the indicial equation is
\[ p_0 \rho + q_0 = 0. \]
There is one index, viz. $\rho = -q_0/p_0$. The equation may, or may not, have one regular integral; we proceed as in the last case.

So for other forms of $P$ and $Q$. What is done in every case is to take the initial stage in the Frobenius method, so as to obtain the indicial equation.

If the indicial equation has one root, the differential equation may have one regular integral. We continue the Frobenius method; according as it does or does not give a significant expression in the form of a converging series, we infer the existence or the non-existence of one integral which is regular for the expansion.

If the indicial equation has no root, the differential equation has no integral which is regular for the expansion.

Ex. 1. Has the equation
\[ y'' + \frac{1}{x^2} (2 + x) y' - \frac{4}{x^3} y = 0 \]
any regular integral proceeding in ascending powers of $x$?

When we construct the indicial equation for a possible integral $y = c_0 x^\rho + \ldots$, we find it in the form
\[ 2c_0 \rho = 0; \]
that is, there is one possible index, given by $\rho = 0$. So we substitute
\[ y = c_0 + c_1 x + c_2 x^2 + \ldots \]
as the expression of a regular integral, if it exists; and we proceed to make it satisfy the equation formally. The law among the coefficients is
\[ (x^2 - 4) = 0; \]
so that
\[ c_1 = 2c_0, \quad c_2 = 2c_1, \quad c_3 = 0, \quad c_4 = 0, \quad \ldots. \]
There is one regular integral, given by
\[ y = c_0 (1 + 2x + \frac{3}{2} x^2). \]
Ex. 2. Has the equation
\[ y'' + \frac{1}{x^2} y' - \frac{1}{x^2} (3 + 2x) y = 0 \]
any regular integral proceeding in ascending powers of \( x \)?

When we construct the indicial function for a possible integral \( y = c_0 x^\rho + \ldots \),
we find it in the form
\[ c_0 (\rho - 3) = 0; \]
that is, there is one possible index, given by \( \rho = 3 \). So we substitute
\[ y = c_0 x^3 + c_1 x^4 + c_2 x^5 + \ldots \]
as the expression of a regular integral, if it exists; and, as before, we proceed
to make it satisfy the equation formally. The law among the coefficients is
so that
\[ c_{n+1} = - (n + 4) c_0, \quad c_1 = - 4c_0, \quad c_2 = - 5c_1 = 20c_0, \ldots. \]
The series diverges, and thus is not a significant expression. The differential
equation has no regular integral, proceeding in ascending powers of \( x \).

Ex. 3. Discuss the following equations, in regard to their possession of
regular integrals, proceeding in ascending powers of \( x \):

\begin{enumerate}
  \item \[ y'' + \frac{1}{x^2} (a + x) y' - \frac{b}{x^3} y = 0, \]
    where \( a \) and \( b \) are constants;
  \item \[ y'' + \frac{1}{x^2} (4a - x) y' - \frac{1}{x} (6a + 4x) y = 0, \]
    where \( a \) is a constant;
  \item \[ y'' + \frac{1}{x^2} y' - \frac{1}{x} (5 + 2x^2) y = 0; \]
  \item \[ x^2 y'' - (1 - 2x + 2x^2) y' + (1 - x)^2 y = 0; \]
  \item \[ x^2 y'' + (3x - 1) y' + y = 0. \]
\end{enumerate}

In every case when the equation possesses a regular integral
(which we denote by \( y_1 \)), we can obtain an expression for the
primitive of the equation. Proceeding as in § 58, we obtain this
primitive in the form
\[ y = Ay_1 + By_1 \int \frac{dx}{y_1} e^{-f(x)dx}, \]
where \( A \) and \( B \) are arbitrary constants.

NOTE IV | EQUATIONS HAVING NO REGULAR INTEGRALS

IV.

EQUATIONS HAVING NO REGULAR INTEGRALS.

The question next arises as to whether an equation, which
possesses no integrals of the type called regular, still possesses
integrals of a recognised type or types in connection with which
expansions can be used. As in the preceding discussion, we shall
limit ourselves to expansions in ascending powers of \( x \).

If a linear equation of the first order
\[ \frac{dy}{dx} + Ry = 0 \]
possesses a regular integral
\[ y = c_0 (x^p + c_1 x^{p+1} + c_2 x^{p+2} + \ldots), \]
then
\[ R = - \frac{p}{x} - \frac{c_0}{1 + c_2 x + c_3 x^2 + \ldots}. \]

Hence, when expanded in ascending powers of \( x \), \( R \) is of the form
\[ R = - \frac{p}{x} + c_1 + c_2 x + c_3 x^2 + \ldots, \]
that is, \( R \) may contain a term with index \(-1\), but it cannot contain
a term with an index lower than \(-1\).

If then, for a given linear equation as above, the expansion of
\( R \) in ascending powers of \( x \) is of the form
\[ R = \frac{\delta_1}{x^p} + \frac{(\sigma - 1)}{x^{p+1}} + \ldots + \frac{k_{p-1}}{x^{p}} - \frac{p}{x} + c_1 + c_2 x + c_3 x^2 + \ldots, \]
the integral of the equation will not be regular, in the previous
sense of the term. Take
\[ \Omega = \frac{k_1}{x} + \frac{k_2}{x^2} + \ldots + \frac{k_p}{x^p}; \]
\[ \psi(x) = e^{-a_1 x - \frac{1}{2} b_2 x^2 - \frac{1}{3} b_3 x^3 - \ldots}, \]
so that \( \Omega \) is a polynomial in \( \frac{1}{x^2} \) and \( \psi(x) \) can be expanded in a converging series of powers of \( x \). We have
\[
y = A e^{\alpha x} \psi(x),
\]
where \( A \) is the arbitrary constant.

The expression for \( y \) in this integral consists of two factors. One of them is \( e^{\alpha x} \psi(x) \), an expression of the type which has been called regular; it can be expanded in ascending powers of \( x \). The other of them is \( e^{\alpha x} \), which cannot be expanded* in ascending powers of \( x \). Accordingly, we have an integral, quite definite in type, and quite distinct in type from regular integrals. It is customary to call such an integral normal.

Hence, for equations of the second order which have no regular integrals for the expansions in ascending powers of \( x \), we proceed to enquire whether an equation
\[
y'' + Py' + Qy = 0
\]
has a normal integral. If it does possess such an integral, say in a form
\[
y = e^{\alpha u},
\]
where \( \Omega \) is a polynomial in \( 1/x \), the equation for \( u \) must possess a regular integral. Now, on substitution, we find that the equation satisfied by \( u \) is
\[
u'' + P_1 u' + Q_1 u = 0,
\]
where
\[
P_1 = P + 2\Omega', \quad Q_1 = Q + P\Omega' + \Omega'' + \Omega^2.
\]

There are two ways of proceeding at this stage; but, in each of the ways, the effectiveness depends upon the forms of \( P \) and \( Q \).

Firstly, suppose that \( \Omega' \) can be chosen so that all the terms, in the expansion of \( P_1 \), in ascending powers of \( x \) and having indices in those powers less than \(-1\), disappear. Let \( P_2 \) denote the remaining terms in \( P_1 \), so that \( P_2 \) is of the form
\[
\frac{b_0}{x} + b_1 + b_2 x + b_3 x^2 + \ldots.
\]

* The value \( x = 0 \) gives what, in the theory of functions, is called an essential singularity of the function \( e^\alpha \).

Let \( Q_2 \) denote the resulting value of \( Q_1 \) when this value of \( \Omega' \) is inserted; and let the expansion of \( Q_2 \), in ascending powers of \( x \), be
\[
\frac{\alpha_0}{x} + \frac{\alpha_1}{x^2} + \ldots + \frac{\alpha_1}{x} + \beta_1 x + \beta_2 x^2 + \ldots.
\]

If \( s > 2 \), the indicial equation possesses no root; the differential equation in \( u \), for this determination of \( \Omega \), possesses no regular integral. But if \( s \leq 2 \), the indicial equation possesses two roots; the differential equation in \( u \) then possesses two regular integrals, which can be obtained by the customary Frobenius method. In the latter event, the original equation in \( y \) possesses two normal integrals.

Secondly, if the preceding way is not effective, suppose that the coefficients, and the initial index of the highest negative power of \( 1/x \) in \( \Omega' \), can be chosen so as to make the lowest power of \( x \) and (if possible) succeeding powers in \( Q_1 \) acquire vanishing coefficients. For this value of \( \Omega' \), let \( P_3 \) and \( Q_3 \) denote the resulting values of \( P_1 \) and \( Q_1 \); then the equation for \( u \) is
\[
\frac{d^2u}{dx^2} + P_3 \frac{du}{dx} + Q_3 u = 0.
\]

If this differential equation for \( u \) possesses a regular integral or regular integrals, then the original equation for \( y \) possesses a normal integral or normal integrals.

Thus, in any particular case, we have two definite alternative methods of trying to discover whether the given differential equation does or does not possess a normal integral.

**Ex. 1.** Is there any normal integral of the equation
\[
y'' + \frac{1}{x^2} (2 + x) y' + \frac{1}{x} (1 - x - x^2) y = 0,
\]
which is easily seen to possess no regular integral?

Here we have
\[
P = \frac{2}{x^2} + \frac{1}{x}, \quad Q = \frac{1}{x^2} - \frac{1}{x^2} = \frac{1}{x^2}.
\]

Accordingly, adopting the first method of proceeding which has been indicated, we choose
\[
2\Omega' + \frac{2}{x^2} = 0,
\]

that is,
\[
\Omega' = -\frac{1}{x^2}, \quad \Omega = \frac{1}{x^2}.
\]
Then
\[ P_1 = P + 2Ω = \frac{1}{x}, \]
\[ Q_1 = Q + PΩ + Ω^2 + Ω^3 = -\frac{1}{x}; \]
and therefore the equation for \( u \) is
\[ u'' + \frac{1}{x}u' + \frac{1}{x}u = 0. \]

This equation has two regular integrals \( u_1 \) and \( u_2 \), where
\[ u_1 = 1 + \frac{x}{(1)^3} + \frac{x^2}{(2)^3} + \frac{x^3}{(3)^3} + \cdots, \]
\[ u_2 = u_1 \log x - 2 \left( \frac{x}{(1)^3} + \frac{x^2}{(2)^3} + \frac{x^3}{(3)^3} \right) + \left( \frac{x}{(1) + \frac{1}{2} + \frac{1}{3}} \right) + \cdots; \]
and therefore the original equation has two normal integrals
\[ u_1 e^{αt}, \quad u_2 e^{αt}. \]

Ex. 2. Has the equation
\[ y'' - \frac{1}{x^3}y = 0 \]
any normal integral?

Manifestly, as \( P = 0 \), the first method of procedure cannot be adopted; so we adopt the second. The expression for \( Q_1 \) is now
\[ -\frac{1}{x^3} + Ω^2 + Ω^3; \]
so we take
\[ Ω = \frac{α}{x^3}, \]
and assume \( α^2 = 1 \), so that \( α = ± 1 \). We now have
\[ P_2 = \frac{2α}{x}, \quad Q_2 = -\frac{2α}{x^3}; \]
the equation for \( u \) is
\[ u'' + \frac{2α}{x^3} (xu' - u) = 0. \]

This is satisfied by \( u = x \) for both values of \( α \); so the original equation in \( y \) has two normal integrals \( xe^α, xe^{-α} \), and its primitive is
\[ y = x (Ae^α + Be^{-α}). \]

Ex. 3. Has the equation
\[ y'' + \frac{1}{x}y' + \frac{1}{x^2} \left( 1 - (p - \frac{1}{2})x^2 \right) y = 0, \]
where \( p \) is a positive or negative integer, any normal integrals? (It is easily seen to be Bessel's equation, with \( 1/x \) for variable in place of \( x \); and its indicial equation shows that it has no regular integrals with expansions in ascending powers of \( x \).)

Again, the first method of procedure cannot be adopted, owing to the form of \( P \); for it would only give \( α^2 = 0 \). So we adopt the second method. The expression for \( Q_1 \) is now
\[ \frac{1}{x^3} - \frac{1}{x^3} (p - \frac{1}{2})^2 + \frac{1}{x} Ω^2 + Ω^3. \]
We take
\[ Ω = \frac{α}{x^3}, \]
where \( α^2 = -1 \). Accordingly, we choose \( α = -i \); and then
\[ P_2 = \frac{1}{x} - \frac{2i}{x^3}, \quad Q_2 = \frac{i}{x^3} - \frac{1}{x^3} (p - \frac{1}{2})^2, \]
so that the equation for \( u \) is
\[ u'' - \frac{1}{x^3} (2i - x) u' + \frac{1}{x^3} (i - (p - \frac{1}{2})^2 x) u = 0. \]

The indicial equation for the \( u \)-differential equation is
\[ -2ip + i = 0, \]
that is, a possible value for \( ρ \) is \( \frac{1}{2} \). We therefore use the Frobenius method to see if there is a regular integral
\[ u = x^\frac{1}{2} (c_0 + c_1 x + c_2 x^2 + \cdots); \]
and the application of the method shows that this expression will satisfy the differential equation, if
\[ 2xc_1 = \{ (s - \frac{1}{2})^2 - (p - \frac{1}{2})^2 \} c_{s-1}, \]
for all the values of \( s \). We thus have
\[ c_{s+1} = \frac{(s-p) (s+p-1)}{8s} c_{s-1}, \]
so that, whether \( p \) be positive or negative, the series for \( u \) becomes a polynomial.

Let
\[ U = 1 - \frac{(1-p) p (2-p) (p+1) (s)^3}{1 \cdot 2 \cdot 3}, \]
\[ V = (1-p) p \frac{x}{S} - \frac{(1-p) p (2-p) (p+1) (3-p) (p+2)}{1 \cdot 2 \cdot 3} (s)^3 + \cdots; \]
then the regular integral \( u \) becomes
\[ c_0 (U - iV)x^\frac{1}{2}, \]
and the corresponding normal integral \( y \) is (on dropping the constant \( c_0 \))
\[ \frac{i}{s^3} (U - iV)x^\frac{1}{2}. \]
A second normal integral is obtained by changing the sign of \( i \); it is
\[
e^{-i}a(U+iV)x^a.
\]
Thus the original equation has two normal integrals; and its primitive can be expressed in the form
\[
Ae^{i} \left( U \cos \left( \frac{1}{x} a \right) + V \sin \left( \frac{1}{x} a \right) \right),
\]
where \( A \) and \( a \) are arbitrary constants.

This result may be compared with the expression of \( J_\alpha \) for large values of \( x \) given in Ex. 2, § 105.

**Ex. 4.** Discuss the following equations, as regards possession of normal integrals:—
(i) \( x^a y'' + 2x y' - y = 0 \);
(ii) \( x^a y'' + 2x^2 y' - (x^a + 2x^2)y = 0 \);
(iii) \( 4x^a y'' - (4 + 12x + 3x^2)y = 0 \).

**Ex. 5.** Show that the equation
\[
y'' + \frac{a}{x} y' + \frac{b}{x^2} y = 0
\]
possesses two normal integrals, if the constant \( a \) is an even integer.

**Ex. 6.** Show that the equation
\[
y'' = \frac{1}{x^a} (1 + ax^2) y
\]
possesses a normal integral if \( a \) is equal to 3, or 1, or \(-1\), or \(-3\).

In the preceding methods for the determination of normal integrals, when they exist, there is the assumption that the quantity \( \Omega \) is a polynomial in \( 1/x \). But in the second of the processes, where \( \Omega \) is determined in connection with the quantity \( Q_1 \), where
\[
Q_1 = Q + P\Omega' + \Omega'' + \Omega^2,
\]
in such a way as to make the lowest terms in the expansion of \( Q_1 \) disappear, it is the quantity \( \Omega'' \), and not the quantity \( \Omega' \), which supplies the governing terms in the expression for \( \Omega \). For, if \( \Omega \) begins with a term in \( x^{-n} \), where \( n > 0 \), then \( \Omega' \) begins with a term in \( x^{-(n-1)} \) and \( \Omega'' \) with a term in \( x^{-(n-2)} \), so that the lowest term in \( \Omega^2 \) has a lower index than the lowest term in \( \Omega'' \). Accordingly, we have to balance the orders of the lowest terms in \( \Omega'', P\Omega', Q_1 \).

**NOTE IV.** No regular integrals

Now it may happen that, in this comparison of lowest terms, the indices of the powers of \( 1/x \) which occur in \( \Omega' \) become fractional, if the coefficients of the lowest power or powers in \( Q_1 \) are to disappear. In that event, it is customary to call the corresponding integral (if it exists) of the \( y \)-equation a subnormal integral. The general process of determining subnormal integrals, when they exist, is exactly similar to that adopted for the determination of normal integrals*. One or two examples will suffice to illustrate the process.

**Ex. 7.** The equation
\[
y'' = \frac{1}{x^a} (a^2 + \frac{1}{2} x) y
\]
has no regular integral and no normal integral, for expansions in ascending powers of \( x \). Has it a subnormal integral for such expansions?

The first method of proceeding is not effective; so we adopt the second method, by which \( \Omega \) is to be chosen so that the lowest powers of \( x \) in
\[
-\frac{a^2}{x^2} - \frac{5}{16x^2} + \Omega'' + \Omega^2
\]
shall vanish, \( \Omega \) being kept infinite when \( x = 0 \). Manifestly we can take
\[
\Omega' = \frac{x^a}{x^2},
\]
with either sign for \( a \); and then the differential equation for \( u \), where
\[
y = \frac{u}{x^a - \frac{5}{16x^2}},
\]
is
\[
u'' + \frac{2x}{x^2} v' - \left( \frac{3}{2} \frac{a}{x^2} + \frac{5}{16x^2} \right) u = 0.
\]
Change the independent variable from \( x \) to \( z \), where \( x = z^2 \); then the equation for \( u \) is
\[
\frac{a^2 u}{d^2 z} + \left( \frac{4a}{x^2} - \frac{1}{2} \right) \frac{du}{dz} + \left( \frac{6a}{x^2} + \frac{5}{16x^2} \right) u = 0.
\]
The indicial equation for expansions in ascending powers of \( z \), for this differential equation, is
\[
4ap - 6a = 0,
\]
so that there is one possible index, viz. \( p = \frac{3}{4} \). Accordingly, we take
\[
u = z^{\frac{3}{4}} (c_0 + c_1 z + c_2 z^2 + \ldots),
\]

* For a fuller discussion of the whole matter, reference may be made to my *Theory of Differential Equations*, vol. iv., ch. viii.
substitute it in the differential equation for \( u \), and determine the coefficients so that the equation may be satisfied formally. We find

\[
c_1 = \frac{1}{2a}, \quad c_2 = 0, \quad c_3 = 0, \quad \ldots;
\]

and so the value of \( u \), a normal integral of the \( u \)-equation, is

\[
u = c_0 z^{1} \left(1 + \frac{1}{2a} z^2 \right),
\]

where \( c_0 \) is an arbitrary constant.

Moreover, \( \alpha \) is either of the square roots of \( \alpha^2 \). Hence the primitive of the original \( y \)-equation is

\[
y = A e^{-2a x^{-1}} \left(x^2 + \frac{1}{2a} x^4 \right) + B e^{2a x^{-1}} \left(x^4 - \frac{1}{2a} x^2 \right),
\]

where \( A \) and \( B \) are arbitrary constants.

Ex. 8. Shew that the equation

\[
y'' = \frac{1}{2a} (\alpha^2 + bx) y
\]

has two subnormal integrals, when the constant \( b \) is equal to \( (2n - 1)(2n + 3) \), where \( n \) is any positive integer.

Ex. 9. Shew that the equation

\[
y'' + \frac{\alpha}{2a} y' + \frac{b}{x^3} y = 0,
\]

where \( \alpha \) is an odd integer and \( b \) is any constant, has two linearly independent subnormal integrals.

Ex. 10. Does the equation

\[
x^2 y'' + a y' + b y = 0
\]

possess any integral, which is regular or normal or subnormal for expansions in ascending powers of \( x \)?

CHAPTER VII

SOLUTION BY DEFINITE INTEGRALS

135. The principal methods, which lead to expressions for the dependent variable in terms of the independent variable by means of what are ordinarily called known functions, have now been given. There is however another method which certainly leads to a solution of some differential equations though the full evaluation by the operations indicated may not be carried out. This method consists in expressing as a definite integral the value of the dependent variable; its chief application in ordinary differential equations arises in the case of a certain general class of linear equations which can otherwise be solved in series, though not in so concise a form. The method is however of primary importance in the solution of those linear partial differential equations of order higher than the first which arise in investigations in mathematical physics; in fact, in some questions these solutions by means of definite integrals constitute the only solutions hitherto obtained. At this stage, however, we are concerned with the application to ordinary differential equations.

136. The method applies with peculiar advantage to linear equations, into the coefficients of which \( x \) enters only in the first degree, and in which there is no term independent of \( y \) or of differential coefficients of \( y \); such an equation, in its most general form, is

\[
(a_n + b_n x) \frac{d^n y}{dx^n} + (a_{n-1} + b_{n-1} x) \frac{d^{n-1} y}{dx^{n-1}} + \ldots + (a_1 + b_1 x) \frac{dy}{dx} + (a_0 + b_0 x) y = 0,
\]
where the $a$'s and $b$'s are constants. This may be written

$$ x \phi \left( \frac{d}{dx} \right) y + \psi \left( \frac{d}{dx} \right) y = 0, $$

where $\phi$ and $\psi$ are rational integral functions of the order $n$ in general, though the order of either may diminish through the vanishing of some of the coefficients. To solve this equation, we assume

$$ y = \int e^{xt} T \, dt, $$

where $T$ is a function of $t$ but not of $x$; the form of this function and the limits of integration (supposed independent of $x$) are to be determined by substituting this proposed value of $y$ in the differential equation. Since

$$ \frac{dy}{dx} = \int e^{xt} T \, dt,$$

$$ \frac{d^2 y}{dx^2} = \int e^{xt} T \, dt,$$

the result of the substitution may be expressed in the form

$$ \int e^{xt} \phi(t) T \, dt + \int e^{xt} \psi(t) T \, dt = 0, $$

which must be identically satisfied. The former of the terms, on being integrated by parts, is superseded by

$$ \left[ e^{xt} \phi(t) T \right] - \int e^{xt} \frac{d}{dt} \left[ \phi(t) T \right] \, dt; $$

and therefore the identity becomes

$$ \left[ e^{xt} \phi(t) T \right] - \int e^{xt} \frac{d}{dt} \left[ \phi(t) T \right] - \psi(t) T \, dt = 0, $$

the first term being taken between the limits of the integral, which as yet are unknown. Now this will be satisfied, if we make

$$ \frac{d}{dt} \left[ \phi(t) T \right] - \psi(t) T = 0 $$

for all values of $t$ included within the range of integration, and if

$$ \left[ e^{xt} \phi(t) T \right] = 0 $$

at the limits. The former of these equations determines $T$ as a function of $t$; the latter will determine the limits of this assumed integral.

---

137. To derive the value of $T$, we write the first equation in the form

$$ \frac{d}{dt} \left[ \phi(t) T \right] - \psi(t) \phi(t) T = 0, $$

and therefore

$$ \phi(t) T = A e^{\int \frac{\psi(t)}{\phi(t)} \, dt}, $$

where $A$ is an arbitrary constant. Hence the value of $y$ is

$$ y = A \int e^{xt} \frac{\psi(t)}{\phi(t)} \, dt, $$

taken between limits of integration defined by the equation

$$ A \left[ e^{xt} + \int \frac{\psi(t)}{\phi(t)} \, dt \right] = 0, $$

these limits being independent of $x$.

138. We have now to determine the limits. Consider the equation

$$ A e^{\int \frac{\psi(t)}{\phi(t)} \, dt} = \mu_1, $$

where $\mu_1$ is a constant. Let $\beta_1$ be a value of $t$ independent of $x$ and satisfying the equation; let $\beta_2, \ldots, \beta_r$, be other constants and $\beta_3, \ldots, \beta_r$, be corresponding values of $t$, all independent of $x$.

If the value

$$ y = A_1 \int_{\beta_1}^{\beta_2} e^{xt} T \, dt + A_2 \int_{\beta_2}^{\beta_3} e^{xt} T \, dt + \ldots $$

be substituted in the equation, and if for each of these definite integrals ($T$ being assumed to have the value before obtained) a single integration by parts be effected, as in the preceding analysis, then that the equation may be satisfied we must have

$$ A_1 \left[ e^{xt} + \int \frac{\psi(t)}{\phi(t)} \, dt \right]_{\beta_1}^{\beta_2} + A_2 \left[ e^{xt} + \int \frac{\psi(t)}{\phi(t)} \, dt \right]_{\beta_2}^{\beta_3} + \ldots = 0; $$

and when this is identically satisfied the foregoing value of $y$ is a solution of the equation. This last identity will indicate such necessary relations as may subsist among the arbitrary constants $A$, and so will fix the number of independent constants. When this number is the same as the order of the differential equation, the foregoing value of $y$ is the primitive; but if it be less, the number of particular solutions necessary to make up the primitive
must be otherwise determined. Examples will be given here-
after.

139. This is the most general method of obtaining the limits; it includes as a particular set the limits obtained by taking those roots of the equation
\[ e^{x+\int \frac{d\phi}{\phi}} = \int \frac{\phi}{d\phi} dt = 0 \]
which are independent of \( \phi \); they obviously make
\[ e^{x+\int \frac{d\phi}{\phi}} = 0, \]
and they are usually the simplest obtainable. When this equation indicates only two limits distinct from one another, these will give the only definite integral immediately derivable in such an example. If, however, more than two, say \( r+1 \), limits be indicated, then \( r \) particular solutions may be constructed; in fact, denoting these limits by \( \alpha, \beta_1, \beta_2, \ldots, \beta_r \), we derive from them as the corresponding part of the primitive
\[ y = \sum_{s=1}^{n} A_s \int_{a}^{b} e^{x-t} T dt. \]

Ex. 1. We apply the foregoing to obtain the primitive of the equation
\[ d^n y = xy = 0. \]

Here we have, with the above notation,
\[ \phi(t) = -1, \]
\[ \psi(t) = e^t; \]
and therefore
\[ -T = A_0 e^{-\int_0^t dt}, \]
or, changing the sign of the arbitrary constant, this is
\[ T = A_0 e \frac{\mu+1}{n+1}, \]
while, in accordance with the general rule, the equation determining the limits is
\[ e^{x+\frac{\mu+1}{n+1}} - \frac{1}{A_0} = 0. \]

Now this is satisfied by \( t = \infty \) when \( \mu \) is zero, and by \( t = 0 \) when \( \mu = -A_0 \); hence we may take \( 0 \) and \( \infty \) as the limits of the definite integral, which thus becomes
\[ A_0 \int_{0}^{\infty} e^{\frac{\mu+1}{n+1} + x} dt. \]

It must be noticed that, just as in the general case one of the definite integrals alone was not a solution of the differential equation, this is not a solution of the equation, because the terms outside the integral are
\[ A_0 \left[ \int e^{x+\frac{\mu+1}{n+1}} dt \right]. \]

instead of zero. This value of \( y \) is therefore the Particular Integral of the equation
\[ d^n y = xy + A_0. \]

Now the quantity \( T \) does not change, if for \( t \) we write \( \omega t \), where \( \omega \) is a root of the equation
\[ e^{\frac{n+1}{n+1}} = 1. \]
Moreover, the limits of the definite integral are unaltered since in the equation determining those limits the term \( x \) in the exponent has changed into \( \omega t \) which, so far as this equation is concerned, is the same as changing \( x \) into \( \omega x \), a change which has no effect on the limits since they are independent of \( x \). Hence we have another definite integral in the form
\[ A_1 \int_{0}^{\infty} e^{\frac{\mu+1}{n+1} + \omega t} dt. \]
or, when the \( e \) is moved outside the sign of integration, it is
\[ \omega A_1 \int_{0}^{\infty} e^{\frac{\mu+1}{n+1} + \omega t} dt. \]

Forming now these definite integrals for all the \((n+1)^{st}\) roots of unity and adding them together, we find as the expression for \( y \), which has to be substituted,
\[ y = A_0 \int_{0}^{\infty} e^{\frac{\mu+1}{n+1} + \omega t} dt + A_1 \int_{0}^{\infty} e^{\frac{\mu+1}{n+1} + \omega t} dt + \ldots + A_n \int_{0}^{\infty} e^{\frac{\mu+1}{n+1} + \omega t} dt. \]

When this value is substituted, as in the general investigation, the terms which are under the integral sign vanish identically; and that part of the expression taken between the limits, which is furnished by the integral involving \( A_n \), is \( A_n \). Hence the resulting equation, when this value of \( y \) is substituted in the differential equation, is
\[ A_0 + A_1 + \ldots + A_n = 0. \]

If then this single condition be satisfied among the \( n+1 \) arbitrary constants, the above expression for \( y \) is the primitive of the differential equation
\[ d^n y = xy. \]
As in either case we have three values given by the limits equation, we can construct two distinct particular solutions and so have the primitive. Thus when \( x \) is positive, the primitive is

\[
y = A \int_{-q}^{q} \frac{(\xi^2 - q^2)^{\frac{a-1}{2}}}{\xi^2} \, d\xi + B \int_{-q}^{q} \frac{(\xi^2 - q^2)^{\frac{a-1}{2}}}{\xi^2} \, d\xi;
\]

while, when \( x \) is negative, the primitive is

\[
y = A \int_{-q}^{q} \frac{(\xi^2 - q^2)^{\frac{a-1}{2}}}{\xi^2} \, d\xi + B \int_{-q}^{q} \frac{(\xi^2 - q^2)^{\frac{a-1}{2}}}{\xi^2} \, d\xi.
\]

Ex. 5. Verify that, when \( x \) lies between zero and 2, the primitive of the equation is

\[
y = C_1 \int_{0}^{x} \xi^{\frac{a}{2}} \cos \theta \, d\theta + C_2 x^{1-a} \int_{0}^{x} \xi^{\frac{a}{2}} \sin \theta \, d\theta,
\]

unless \( a \) be unity, in which case the primitive may be written

\[
y = \int_{0}^{x} \xi^{\frac{a}{2}} \cos \theta \, d\theta.
\]

(Boole.)

Ex. 6. Obtain by means of definite integrals the primitive of Bessel's equation.

140. The foregoing general linear differential equation is one with variable coefficients which are of the first degree in the independent variable; and the definite-integral solution was obtained by means of a linear differential equation of the first order determining the unknown function \( T \). It is not, however, the only type of differential equation to which the assumed form of integral is applicable; it is, in fact, a particular case of a more general process, indicated by the following proposition.

The solution, by means of definite integrals, of the general linear differential equation of the \( n \)th order, whose coefficients are not constant but are polynomial functions of the independent variable of degree not higher than \( m \), can be made to depend upon the solution of a linear differential equation of order not higher than \( m \), the coefficients of which are variable.

This proposition we proceed to prove. Let the differential equation be denoted by

\[
X_n \frac{d^n y}{dx^n} + X_{n-1} \frac{d^{n-1} y}{dx^{n-1}} + X_{n-2} \frac{d^{n-2} y}{dx^{n-2}} + \ldots + X_1 \frac{dy}{dx} + X_0 y = 0,
\]
where $X_r$ (for all values of the suffix $r$) is a function of $\omega$ only, of degree not higher than $m$, given by

$$X_r = a_r + b_r \omega + c_r \omega^2 + \ldots + k_r \omega^{m-1} + l_r \omega^m,$$

while for some values of $r$ some of the coefficients of the highest powers of $\omega$ may vanish. Taking a particular solution in the same form as before, we write

$$y = \int e^{\omega T} \tau \, dt$$

with the limits as yet undetermined, and $T$ an unknown function of $t$. Now this value of $y$ gives

$$\frac{dy}{d\omega} = \int e^{\omega T} \tau \, dt;$$

and therefore the equation, when this expression for $y$ is substituted in it, becomes

$$\int e^{\omega T} \left[ t^n \, X_n + t^{n-1} \, X_{n-1} + \ldots + t \, X_1 + X_0 \right] \, dt = 0,$$

which must be identically satisfied. Rearranging the expression

$$t^n \, X_n + t^{n-1} \, X_{n-1} + \ldots + t \, X_1 + X_0,$$

so that it may proceed in powers of $\omega$, and writing

$$a_n t^n + a_{n-1} t^{n-1} + \ldots + a_1 t + a_0 = U_n,$$
$$b_n t^n + b_{n-1} t^{n-1} + \ldots + b_1 t + b_0 = U_1,$$
$$k_n t^n + k_{n-1} t^{n-1} + \ldots + k_1 t + k_0 = U_{m-1},$$
$$l_n t^n + l_{n-1} t^{n-1} + \ldots + l_1 t + l_0 = U_m,$$

we transform the above equation into

$$\int e^{\omega T} \left[ U_n + U_1 \omega + U_2 \omega^2 + \ldots + U_{m-1} \omega^{m-1} + U_m \omega^m \right] \, dt = 0.$$

Now the left-hand side is the sum of $m+1$ integrals of the form

$$\int e^{\omega T} U_r \omega^r \, dt;$$

and each of these can be integrated by parts until the variable $\omega$ ceases to occur except in the exponential. Thus we have

$$\int e^{\omega T} U_r \omega^r \, dt = \left[ e^{\omega T} \left( \frac{\partial}{\partial t} U_r - \omega \frac{d}{dt} U_r \right) + \omega^r \frac{d}{dt} \left( \frac{d}{dt} U_r \right) - \ldots \right.$$
$$+ \left. \ldots \right] \frac{d}{dt} U_r \right] \, dt + (-1)^r \left[ e^{\omega T} \left( \frac{\partial}{\partial t} U_r \right) - \omega \frac{d}{dt} U_r \right] \, dt,$$

the part without the sign of integration being taken between the limits of the integral, as yet undetermined. Denoting the expression

$$\omega^{r-1} U_r - \omega^r \frac{d}{dt} (U_r) + \ldots + (-1)^r \frac{d^{r-1}}{dt^{r-1}} (U_r)$$

by $V_r$ for all values of $r$ except zero (in which case no integration by parts is necessary), and applying the foregoing formula to each of the definite integrals on the left-hand side of the equation, we change the equation into

$$\left[ e^{\omega T} \sum_{r=1}^{m} V_r \right]$$
$$+ \left[ \int e^{\omega T} \frac{d}{dt} (U_r) + \omega \frac{d}{dt} (U_r) - \ldots + (-1)^m \frac{d^m}{dt^m} (U_m) \right] \, dt = 0.$$

This will be identically satisfied if the unknown function $T$ be chosen so as to satisfy the equation

$$TU_r - \frac{d}{dt} (U_r) + \omega \frac{d}{dt} (U_r) - \ldots + (-1)^m \frac{d^m}{dt^m} (U_m) = 0$$

for all values of $t$ between the limits of integration. These limits must be determined by

$$\left[ e^{\omega T} \sum_{r=1}^{m} V_r \right] = 0.$$

Now this equation determining $T$ is linear with variable coefficients, and it is of the order $m$, but it may degenerate to one of lower order; when it is solved, a definite-integral solution of the original equation is derivable.

Hence the proposition follows as enunciated.

* The more precise determination of the limits of the definite integral and of its range is a matter of great difficulty in the general case. The most important contribution to this subject is due to Poincaré: an account of his investigations, leading up to what are known as asymptotic expansions, will be found in the author's Theory of Differential Equations, vol. iv., §§ 101–105.
Since the equation which determines $T$ is of order $m$, it will have $m$ independent particular solutions; these may be denoted by $T_1, T_2, \ldots, T_m$. Corresponding to these, there will be $m$ particular solutions of the original equation obtained by substituting for $T$ in
\[ \int e^{\alpha t} T dt, \]
these $m$ values in turn.

141. In the case when $m = 2$, the equation which determines $T$ becomes
\[ TU_0 - \frac{d}{dt}(TU_1) + \frac{d^2}{dt^2}(TU_0) = 0, \]
or, what is the same thing,
\[ U_0 \frac{d^2}{dt^2} T + \left( 2 \frac{dU_0}{dt} - U_1 \right) \frac{dT}{dt} + \left( \frac{d^2 U_0}{dt^2} - \frac{dU_1}{dt} + U_0 \right) T = 0. \]

The following are some of the special cases in which this equation can be integrated very simply.

(1) Let the coefficients $a, b, c$, be such that the equation
\[ \frac{d^2 U_0}{dt^2} - \frac{dU_1}{dt} + U_0 = 0 \]
is satisfied for all values of $t$; then the value of $T$ is easily proved to be
\[ A \int \frac{dT}{U_0}, \]

(2) On multiplying the equation throughout by $U_0$, we can rewrite it in the form
\[ \frac{d}{dt}\left( U_0 \frac{dT}{dt} \right) - U_1 U_0 \frac{dT}{dt} - U_0 \left( \frac{dU_1}{dt} - \frac{d^2 U_0}{dt^2} - U_0 \right) T = 0, \]
the left-hand side of which is a perfect differential if
\[ \frac{d}{dt}(U_1 U_0) = U_0 \left( \frac{dU_1}{dt} - \frac{d^2 U_0}{dt^2} - U_0 \right), \]
that is, if
\[ U_0 \frac{d^2 U_0}{dt^2} + U_1 \frac{dU_1}{dt} + U_0 U_0 = 0. \]

If the values of $a, b, c$, be such as to make this an identity, then the value of $T$ is given by
\[ U_0 \frac{dT}{dt} - U_1 U_0 T = A, \]
which leads to the result
\[ T e^{- \frac{U_0 dt}{U_0}} = A \int \frac{dt}{U_0} - \frac{U_0 dt}{U_0} + B. \]

(3) When the equation in $T$ is reduced to its normal form by the substitution
\[ TU_0 e^{- \frac{1}{2} \frac{U_0 dt}{U_0}} = S, \]
the new equation is
\[ \frac{d^2 S}{dt^2} + S \Xi S = 0, \]
where
\[ \Xi = \frac{U_0}{U_2} - \frac{1}{2} \left( \frac{U_1}{U_2} \right)^2 - \frac{1}{2} \frac{d}{dt} \left( \frac{U_1}{U_2} \right). \]

A solution of the equation is at once obtainable when $\Xi$ vanishes, i.e. when
\[ U_0 U_2 = \frac{1}{2} U_1^2 + \frac{1}{2} U_2 \frac{d}{dt} \left( \frac{U_1}{U_2} \right). \]

Further, immediately integrable cases are furnished when $\Xi$ is a constant, or is of the form $\lambda(e + ft)^{-a}$, or of the form $\lambda(e + ft)^{-b}$.

In any case, whatever be the relations among the constants in the functions $U$, the solution of the equation determining $T$ is of the form
\[ T = C_1 T_1 + C_2 T_2. \]

The equation giving the limits of the definite integral is
\[ \left[ e^{\alpha t} \left\{ a U_0 T - \frac{d}{dt} (U_2 T) + U_1 T \right\} \right] = 0, \]
which is satisfied by the values of $t$, if any, common to
\[ T = 0, \quad \frac{dT}{dt} = 0. \]
Ex. Integrate, by means of a definite integral, the equation
\[ x \frac{d^2 y}{dx^2} - (1 + x^2) \frac{dy}{dx} + \mu (1 - \mu x - x^2) y = 0, \]
where \( \mu \) is a constant.

142. Another set of equations to which the method of solution by definite integrals can be applied is the set derived from
\[ \frac{d^2 y}{dx^2} - \lambda x^n y = 0 \]
for different values of \( n \). To solve this we assume
\[ y = \int e^{\alpha x} P \, dp, \]
where \( t \) denotes an unknown function of \( x \) alone and \( P \) an unknown function of \( p \) alone, both of which functions, as well as the limits of the integral, have to be determined. Differentiating the value of \( y \) twice and substituting in the equation, we find
\[ \int e^{\alpha x} \left\{ p^n \left( \frac{dt}{dx} \right)^2 - \lambda x^n \right\} P \, dp - \int e^{\alpha x} p P \frac{d^2 t}{dx^2} \, dp = 0. \]

Choose the unknown function \( t \) so that
\[ \frac{dt}{dx} = \lambda x^n; \]
and suppose that \( \lambda \) is positive and equal to \( \alpha \), so that the differential equation is
\[ \frac{d^2 y}{dx^2} = e^{\alpha x} x^n y. \]

Then the equation which determines \( t \) is
\[ \frac{dt}{dx} = \alpha e^{\alpha t}, \]
and therefore
\[ t = \frac{c}{\frac{n}{m} + 1} e^{\frac{1}{m} x^{n+1}} = \frac{c}{m} x^n, \]
if \( m \) denote \( \frac{n}{m} + 1 \). Hence we have
\[ \frac{1}{m} \frac{dt}{dx} = \frac{1}{x}, \quad \frac{1}{m} \frac{d^2 t}{dx^2} = \frac{m (m - 1)}{x^2}. \]

Let the equation involving the integrals be multiplied throughout by \( e^{\alpha x} / \alpha t \); it becomes, after a very slight reduction,
\[ m \int e^{-\alpha x} (p^2 - 1) P \, dp - (m - 1) \int e^{-\alpha x} P \, dp = 0. \]

Integrating the first term by parts, we have
\[ -[m e^{-\alpha x} (p^2 - 1) P] + m \int e^{-\alpha x} \frac{d}{dp} [(p^2 - 1) P] \, dp - (m - 1) \int e^{-\alpha x} P \, dp = 0. \]
Now this relation will be identically satisfied if we make
\[ m \frac{d}{dp} [(p^2 - 1) P] = (m - 1) P p, \]
for all values of \( p \) included between the limits of integration defined by
\[ e^{-\alpha x} (p^2 - 1) P = 0. \]
The former equation serves to determine \( P \) as a function of \( p \); it is of the first order and linear, and its solution is
\[ P = A (p^2 - 1)^{\frac{m-1}{2m}}, \]
\( A \) being an arbitrary constant; and the equation which gives the limits is
\[ e^{-\alpha x} (p^2 - 1)^{\frac{m-1}{2m}} = 0. \]
The latter equation is satisfied by \( p = \infty \), and by \( p = \pm 1 \) provided the exponent of \( p^2 - 1 \) is positive; this requires that \( m \) should either be positive and greater than unity, or be negative, and therefore that \( n \) should be greater than zero or less than \(-2\). Assuming that this condition is satisfied, we are in a position to construct two definite integrals; they are
\[ \int_{-1}^{1} e^{-\alpha x} (p^2 - 1)^{\frac{m+1}{2m}} \, dp, \]
and
\[ \int_{1}^{\infty} e^{-\alpha x} (p^2 - 1)^{\frac{m-1}{2m}} \, dp. \]
The former of these is equal to
\[ \int_{0}^{1} e^{-\alpha x} (p^2 - 1)^{\frac{m+1}{2m}} \, dp + \int_{0}^{1} e^{-\alpha x} (p^2 - 1)^{\frac{m+1}{2m}} \, dp, \]
\[ = \int_{0}^{1} e^{-\alpha x} (p^2 - 1)^{\frac{m+1}{2m}} \, dp + \int_{0}^{1} e^{\alpha x} (p^2 - 1)^{\frac{m+1}{2m}} \, dp, \]
\[ = \int_{1}^{\infty} (e^{\alpha x} + e^{-\alpha x}) (p^2 - 1)^{\frac{m+1}{2m}} \, dp. \]
Hence the primitive may be represented by

\[ A' \int_{0}^{1} (e^{pt} + e^{-pt})(p^2 - 1)^{-m+1} \frac{dp}{2 \sinh \frac{p}{2}} \] 

substituting for \( t \), we have

\[ y = A \int_{0}^{1} (1 - p^2)^{-n+4} \cosh \left( \frac{2xp}{n+2} \right) e^{n+1} dp \]

\[ + B \int_{1}^{\infty} e^{-\frac{2xp}{n+2} \frac{p}{2}} \frac{dp}{2 \sinh \frac{p}{2}} \]

as the primitive of the equation

\[ \frac{d^2y}{dx^2} = c^2x^ny \]

for values of \( n \) such that \( n > 0 \) or \( n < -2 \).

**Ex.** Prove that the primitive of the same equation may be given in the form

\[ y = A'x \int_{0}^{1} (1 - p^2)^{-n+4} \cosh \left( \frac{2xp}{n+2} \right) e^{n+1} dp \]

\[ + B'x \int_{1}^{\infty} e^{-\frac{2xp}{n+2} \frac{p}{2}} \frac{dp}{2 \sinh \frac{p}{2}} \]

provided \( n > -2 \) or \( n < -4 \).

(Lobatto.)

**APPLICATION TO THE HYPERGEOMETRIC SERIES.**

143. In order to obtain a definite integral which shall satisfy the differential equation of the hypergeometric series, we assume

\[ y = \int (1 - vx)^m V dv \]

where \( V \) is an unknown function of \( v \) only and \( m \) is a constant; the form of \( V \), the value of \( m \), and the limits of the integral, have to be determined. From this value of \( y \) we at once have

\[ \frac{dy}{dx} = -m \int vV(1 - vx)^{m-1} dv \]

\[ \frac{d^2y}{dx^2} = m(m-1) \int v^2V(1 - vx)^{m-2} dv \]

so that, when these values are substituted in the equation

\[ x(1 - \omega) \frac{d^2y}{dx^2} + [\gamma - (\alpha + \beta + 1)x] \frac{dy}{dx} - \alpha \beta y = 0, \]

it becomes

\[ \int V(1 - vx)^{a-1} [\alpha(\alpha + 1) v^2 x + av [\gamma - x(\alpha + \beta + \nu + 1)] - \alpha \beta ] (1 - 2vx) dv = 0. \]

The coefficient of \( x^2v^2 \) within the brackets is of the second degree in \( m \), which is as yet an undetermined constant; let \( m \) be so chosen that this coefficient vanishes, so that \( m \) is given by

\[ -m(m-1) - m(\alpha + \beta + 1) - \alpha \beta = 0, \]

or

\[ m^2 + m(\alpha + \beta) + \alpha \beta = 0, \]

whence \( m \) may be taken equal to either \( -\alpha \) or \( -\beta \). As the differential equation is unaltered when \( \alpha \) and \( \beta \) are interchanged, either of these roots may be taken; we shall take

\[ m = -\alpha, \]

and then, substituting this value, we find that the equation

\[ \int V(1 - vx)^{a-1} [\alpha(\alpha + 1) v^2 x + av [\gamma - x(\alpha + \beta + \nu + 1)] - \alpha \beta ] (1 - 2vx) dv = 0. \]

must be identically satisfied. Rearranging the expression within the brackets under the sign of integration and dividing out by the factor \( \alpha \), we transform the equation into

\[ \int V(1 - vx)^{a-2} [\alpha + 1] v(v-1) dv + \int V(1 - vx)^{a-2} [\nu - \beta] (1 - vx) dv = 0. \]

Integrating the first term by parts, we have

\[ -Vv (1 - v)(1 - vx)^{a-1} + \int (1 - vx)^{a-1} \frac{d}{dv} [v(1 - v)V] dv, \]

and therefore the equation becomes

\[ -[Vv(1 - v)(1 - vx)^{a-1}] + \int (1 - vx)^{a-1} \left[ \frac{d}{dv} [v(1 - v)V] - (\beta - \nu) V \right] dv = 0. \]
Now this relation will be identically satisfied, if we take as the equation to determine $V$
\[ \frac{d}{dv} [v (1-v) V] = (\beta - \nu v) V, \]
and assign, as the limits of the proposed integral, values of $v$ such that
\[ [Vv (1-v) (1-vw)^{\nu-1}] = 0. \]

To solve the former equation, we have
\[ \frac{d}{dv} [v (1-v) V] = v (1-v) V \left( \frac{\beta - \nu v}{\nu} \right), \]

Hence
\[ v (1-v) V = A v^\beta (1-v)^{\gamma - \beta}, \]
where $A$ is an arbitrary constant; and the equation determining the limits is
\[ [v^\beta (1-v)^{\gamma - \beta} (1-xw)^{-a-1}] = 0, \]
which, on the supposition that $\beta$ is positive and $\gamma$ greater than $\beta$, is satisfied by $v = 0$ and $v = 1$. It therefore follows that the equation of the hypergeometric series is satisfied by
\[ y = A \int_0^1 v^{\beta-1} (1-v)^{\gamma-\beta-1} (1-xw)^{-a} dv, \]
provided $\beta$ be positive and $\gamma$ greater than $\beta$.

It is easy to shew that, when $(1-xw)^{-a}$ is expanded and the coefficients of different powers of $x$ are evaluated, the resulting series is a constant multiple of the hypergeometric series, this constant factor being
\[ A \int_0^1 v^{\beta-1} (1-v)^{\gamma-\beta-1} dv. \]

144. If now we change the independent variable from $x$ to $1-x$, the corresponding form of the differential equation is
\[ x (1-x) \frac{d^2 y}{dx^2} + [\alpha + \beta + 1 - \nu - (\alpha + \beta + 1) x] \frac{dy}{dx} - \nu \beta y = 0. \]

A solution of this equation (and therefore of the original equation) is, from the foregoing analysis, given by
\[ y = B \int_0^1 v^{\beta-1} (1-v)^{\gamma-\beta} (1-xw)^{-a} dv, \]
provided $\beta$ is positive and $\alpha + 1$ greater than $\gamma$. If the conditions of limitation of the parameters be satisfied, the primitive of the differential equation of the hypergeometric series is given by the sum of these two different solutions.

Ex. 1. Obtain, in terms of definite integrals, the complete solution of the equation
\[ (A + Bx + Cx^2) \frac{d^2 y}{dx^2} + (D + Ex) \frac{dy}{dx} + Fy = 0; \]
(see Ex. 2, p. 240).

Ex. 2. Prove that,

(i) if $\beta$ be positive and $\alpha + 1$ greater than $\gamma$, then a solution is
\[ y = \int_0^1 u^{\beta-1} (1-u)^{\gamma-\beta-1} (1-xw)^{-a} du; \]

(ii) if $\gamma$ be greater than $\beta$ and less than $\alpha + 1$, then a solution is
\[ y = \int_1^\infty u^{\beta-1} (1-u)^{\gamma-\beta-1} (1-xw)^{-a} du; \]

(iii) if $\gamma$ be greater than $\beta$ and a less than unity, then a solution is
\[ y = \int_1^\infty u^{\beta-1} (1-u)^{\gamma-\beta-1} (1-xw)^{-a} du. \]

(Jacobi.)

Ex. 3. Obtain the primitive of the equation
\[ 4xx' \frac{d^2 y}{dx^2} + 4 (x' - x) \frac{dy}{dx} + y = 0 \]
(where $x' + x = 1$) in the form
\[ y = A \int_0^{x'} (1-x \sin^2 \phi)^{-\frac{1}{2}} d\phi + B \int_0^{x'} (1-x' \sin^2 \phi)^{-\frac{1}{2}} d\phi; \]
and of the equation
\[ 4xx' \frac{d^2 y}{dx^2} = y \]
in the form
\[ y = xx' \left[ A \int_0^{x'} \sin^2 \phi (1-x \sin^2 \phi)^{-\frac{1}{2}} d\phi + B \int_0^{x'} \sin^2 \phi (1-x' \sin^2 \phi)^{-\frac{1}{2}} d\phi \right], \]
$x'$ being the same as before.
Solve also

(i) \[ 4x^2 \frac{d^2 y}{dx^2} + 4x \frac{dy}{dx} + y = 0, \]

(ii) \[ 4x^2 \frac{d^2 y}{dx^2} - 4x \frac{dy}{dx} + y = 0, \]

(iii) \[ 4x^2 \frac{d^2 y}{dx^2} \pm 4 \frac{dy}{dx} - y = 0, \]

(iv) \[ 4x^2 \frac{d^2 y}{dx^2} + 4(x - 2) \frac{dy}{dx} + 3y = 0. \]

(Glaisher.)

Ex. 4. Prove that, if \( n + 1 \) be positive, then

\[ x^{-(n+1)} \int_0^t t^{n} (1 - t)^{\frac{1}{2}} (n - 1) \left(1 - \frac{1}{2x} t\right)^{\frac{1}{2} (n+1)} dt \]

is a solution of Legendre's equation; while, if \( n \) be negative, a solution is given by

\[ x^n \int_0^t t^{-\frac{1}{2} (n+1)} (1 - t)^{-\frac{1}{2} (n+2)} \left(1 - \frac{1}{2x} t\right)^{\frac{1}{2} n} dt. \]

144–145. This chapter contains only a slight sketch of the method of solution of differential equations by means of definite integrals; the reader who wishes for fuller information on this part of the subject should consult two authorities in particular. By far the most important is PETZVAL, "Integration der linearen Differentialgleichungen"; the parts dealing with the method are §§ 2–6 of Section II; §§ 19–22 of Section III; §§ 10, 11 of Section V. The other authority is Euler, "Inst. Calc. Int.," vol. II, c. x.; this work, however, labours under the disadvantage of assuming the form of the solution first and then of finding the differential equation satisfied by it. There are two other memoirs which might also with advantage be consulted; one by Lobatto, "Crelle," t. XVII, p. 383; and one by Jacob, "Crelle," t. LVII, p. 149.

A full discussion of the solution of linear differential equations by means of series and of definite integrals will be found, together with numerous examples, in a series of separately published memoirs by Petzval.

MISCELLANEOUS EXAMPLES.

1. Integrate completely the equation

\[ x^2 \frac{d^2 y}{dx^2} + 4xy = 0. \]

2. Prove that the primitive of the equation

\[ x^2 \frac{d^2 y}{dx^2} + a \frac{dy}{dx} + by^2 + xy = 0 \]

is given by

\[ y = \int_0^t (t^2 - x^2)^{\frac{1}{2}} \left(A \sin xt + B \cos xt\right) dt + A \int_0^\infty (t^2 + x^2)^{\frac{1}{2}} - c^2 dt, \]

where the upper sign is to be taken if \( x \) be positive, and the lower if \( x \) be negative.

(Petzval.)

3. Prove that the equation

\[ x^2 \frac{d^2 y}{dx^2} - y = 0 \]

has a solution given by

\[ y = B \int_0^\infty \frac{x - v}{v^2 - x^2} \frac{d}{dv}, \]

and that a solution of

\[ x^2 \frac{d^2 y}{dx^2} + y = 0 \]

is

\[ y = C \int_0^\infty \frac{x - v}{v^2 + x^2} \frac{d}{dv}, \]

the minus or the plus sign being taken according as \( x \) is positive or is negative.

Obtain the primitive of each equation. (Petzval.)

4. Investigate the primitive of the equation

\[ x^2 \frac{d^2 y}{dx^2} + m^2 x^2 y^2 - 2y = 0 \]

in the form

\[ y = A \int_0^\pi \cos (ax - m \phi) \cos \frac{1}{m} \phi d\phi \]

\[ + Bx \int_0^\pi \cos (ax - m \phi) \cos \left(\frac{1}{m} \phi\right) d\phi, \]

for values of \( m \) not included between -1 and +1. (Kummer, and Lobatto.)

5. Shew that a particular solution of

\[ x^2 \frac{d^2 y}{dx^2} + a^2 y = \frac{n(n+1)}{x^2} y \]

is

\[ y = x^{a+1} \int_{-a}^a (x^2 - a^2)^{n} \cos x v dv; \]
and that a particular solution of
\[ \frac{d^3y}{dx^3} - \alpha^2 y = \frac{\nu (\alpha + 1)}{x^2} y \]
is
\[ y = x^{\alpha + 1} \int_0^x (x^2 + x^2)^{-\nu - 1} \cos \omega x v \, dv. \]

6. Show that the equation
\[ \frac{d^{n+1}y}{dx^{n+1}} = x^m \frac{dy}{dx} + m x^m - 1 y \]
is satisfied by
\[ y = \int_0^x x^{m-1} \phi^{n+m-1} x \, dx \]
where \( \phi(x) \) is given by
\[ \frac{d^{n+1} \phi(x)}{dx^{n+1}} = x^{n-1} \phi(x) \]
and \( n \) is positive. Hence from the solution of
\[ \frac{d^3y}{dx^3} = xy. \]

7. Verify that
\[ y = \int_0^x e^{-2s} x^{m-2s} x \, ds \]
is a particular integral of
\[ \frac{d^2y}{dx^2} - \beta x^m - 2 y = \frac{1}{2} e^{-2s} x^{m-1} - 2 - 2 x^{m-1} - x^{m-1}. \]

8. Show that when the coefficients of the differential equation
\[ (a_0 + b_2 x) \frac{d^2y}{dx^2} + (a_1 + b_1 x) \frac{dy}{dx} + (a_0 + b_0 x) y = 0 \]
satisfy the condition \( a_1 b_2 - a_2 b_1 = b_0 \beta \), the solution will be
\[ y = \int_0^x V [A + B \log U_1 (a_0 + b_2 x)] \, du \]
where
\[ U_1 = b_2 u^{a_2} + b_1 u + b_0 \]
and
\[ \log (V U_1) = \int_0^u \frac{a_2 u^{a_1} + a_1 u + a_0}{U_1} \, du, \]
the limits being given by
\[ e^{2x} U_1 V = 0. \] (Spitzer.)

9. Prove that equations of the form
\[ x^2 \frac{d^2y}{dx^2} + (A_1 + B_1 x^m) \frac{dy}{dx} + (A_0 + B_0 x^m + C_0 x^m) y = 0 \]
may be reduced to the form
\[ \phi \left( \frac{d}{dx} \right) x + \psi \left( \frac{d}{dx} \right) z = 0 \]
of § 136, by the substitutions \( x^m = t \) and \( y = t^2 z \); and shew that \( k \) is determined by a quadratic equation.

10. Prove that the particular integral of
\[ (3 + a_1) (3 + a_2) \ldots (3 + a_n) y = f(x), \]
where \( 3 \) denotes \( x \frac{d}{dx} \), is
\[ y = \int_0^1 \int_0^1 \ldots f(\theta_1, \theta_2, \ldots, \theta_n) \theta_1^{a_1-1} \theta_2^{a_2-1} \ldots \theta_n^{a_n-1} \, d\theta_1 \, d\theta_2 \ldots \, d\theta_n. \]

11. Prove that the definite integral
\[ \int_0^1 \int_0^1 \int_0^1 (1 + u)^{\beta-1} (1 + v)^{\beta-1} (1 + w)^{\gamma-1} (1 - x - y - z)^{-\alpha} \, du \, dv \, dw \]
is, when \( \theta > \beta > 0 \) and \( \epsilon > \gamma > 0 \), a solution of the differential equation
\[ (1 - x) x^2 \frac{d^2 y}{dx^2} + (\epsilon + 1 - (\alpha + \beta + \gamma + 1)) x \frac{dy}{dx} + (\alpha + \beta + \gamma + 1) y = 0. \]
Give, in the form of definite integrals, the primitive of this equation.

12. The primitive of the equation
\[ \frac{d^2y}{dx^2} + 8 \lambda x^2 y = bx \]
is
\[ y = A \int_0^x \frac{e^{ax} \, du}{(u^2 + \lambda)^{3/2}} + B \int_0^x \frac{e^{ax} \, du}{(u^2 + \lambda)^{3/2}} + C \int_0^x \frac{e^{ax} \, du}{(u^2 + \lambda)^{3/2}} + D \int_0^x \frac{e^{ax} \, du}{(u^2 + \lambda)^{3/2}} \]
where \( a, \beta, \gamma \) are the roots of
\[ u^2 + \lambda = 0, \]
and the arbitrary constants are connected by the single relation
\[ A + B + C - D = -\frac{3}{2} b \lambda^{-1}. \] (Petval.)
13. Prove that the definite integral
\[ y = \int_{0}^{\infty} e^{-x^m - y^m} \, dx \]
satisfies the equation
\[ \frac{d^2 y}{dx^2} = m^2 L_0^{m-2} y. \]
(Poisson.)

14. Prove that
\[ P = \frac{1}{\sqrt{2\pi}} \left( 1 + \frac{1}{x} \right) \int_{0}^{\pi} \frac{d\theta}{(1 - x \sin^2 \theta)^{\frac{3}{2}}} \]
\[ P \text{ being Legendre's function.} \]
(G. H. Stuart.)

15. Show that, if \( \beta \) be positive and \( a \) less than unity,
\[ \int_{0}^{1} u^\beta - 1 (1 - u)^{\gamma - \beta - 1} (1 - xu)^{-a} \, du \]
is a solution of the differential equation of the hypergeometric series.
(Jacobi.)

16. Show that three linearly independent integrals of the equation
\[ 2\pi \left( a_0 \frac{d^2 y}{dx^2} + 3a_1 \frac{d^2 y}{dx^2} + 3a_2 \frac{dy}{dx} + a_3 y \right) + k \left( 2a_0 \frac{d^2 y}{dx^2} + 6a_1 \frac{dy}{dx} + 3a_2 y \right) = 0, \]
where \( k \) and the coefficients \( a \) are constants, are given by
\[ \int_{0}^{\alpha} \sigma^a \left( (a - u) \left( u - \beta \right) \left( u - \gamma \right) \right)^{\frac{1}{2}k - 1} \, du, \]
\[ \int_{\beta}^{\gamma} \sigma^a \left( (a - u) \left( \beta - u \right) \left( u - \gamma \right) \right)^{\frac{1}{2}k - 1} \, du, \]
\[ \int_{\gamma}^{1} \sigma^a \left( (a - u) \left( \beta - u \right) \left( \gamma - u \right) \right)^{\frac{1}{2}k - 1} \, du, \]
where \( \alpha, \beta, \gamma \), are the roots of
\[ a_0 m^2 + 3a_1 m^2 + 3a_2 m + a_3 = 0, \]
which are supposed real and unequal, and \( a > \beta > \gamma \).

Discuss the integrals of the differential equation (i) when \( \beta = \gamma \), (ii) when \( a = \beta = \gamma \).
(M. J. M. Hill.)

CHAPTER VIII

ORDINARY EQUATIONS WITH MORE THAN TWO VARIABLES

146. It has already appeared that in some cases, though the integration of separate terms of a differential equation would introduce new transcendental functions, the solution of the equation as a whole can be expressed in terms of purely algebraical functions. Thus, for instance, the equation
\[ \frac{dx}{(1 - x^a)^{\frac{1}{b}}} + \frac{dy}{(1 - y^b)^{\frac{1}{c}}} = 0, \]
can be integrated in terms of the transcendental functions arc \( x \), arc \( y \); but there is a solution of the form
\[ x (1 - y^b)^{\frac{1}{c}} + y (1 - x^a)^{\frac{1}{b}} = C, \]
which is equivalent to the other. We are thus naturally led to enquire whether other cases exist in which such an algebraical relation between the variables of the integrals of functions can be obtained, when the integrals themselves cannot be evaluated without the introduction of new functions. The case next in point of simplicity, which furnishes a similar example, is that usually known as Euler's equation, in which the object is to find the integral algebraical relation between \( x \) and \( y \) which corresponds to the equation
\[ x^{-\frac{1}{2}} dx + y^{-\frac{1}{2}} dy = 0, \]
where
\[ X = a + bx + cx^2 + dx^3 + ex^4, \]
and
\[ Y = a + by + cy^2 + dy^3 + fy^4. \]
To integrate this, we assume
\[ p = x + y, \]
and
\[ \frac{dx}{dt} = \frac{X^1}{y - x}, \]
so that
\[ \frac{dy}{dt} = \frac{Y^1}{x - y}, \]
and therefore
\[ \frac{dp}{dt} = \frac{Y^1 - X^1}{y - x}. \]

A second differentiation with regard to \( t \) gives
\[
\frac{d^2p}{dt^2} = \frac{1}{(x - y)^2} \left[ \frac{1}{2Y^1} \frac{dy}{dt} - \frac{1}{2X^1} \frac{dx}{dt} \right] - \frac{Y^1 - X^1}{(x - y)^3} \left( \frac{dy}{dt} - \frac{dx}{dt} \right)
\]
\[
= \frac{1}{(x - y)^2} \left[ \frac{Y^1}{dy/dx} + \frac{X^1}{dx/dy} \right] - \frac{Y^1 - X^1}{y - x}
\]
\[
= \frac{1}{(x - y)^2} \left[ b + c (x + y) + \frac{3c}{2} (x^2 + y^2) + 2f (x^2 + y^2) \right]
\]
\[ - b - c (x + y) - e (x^2 + xy + y^2) - f (x^2 + ax^2 y + ay^2 + y^3), \]
the last four terms inside the bracket being the value of \( Y - X \), \( y - x \).

Rearranging and collecting terms, we have
\[
\frac{d^2p}{dt^2} = \frac{1}{(x - y)^2} \left[ \frac{1}{2} e (x^2 - 2xy + y^2) + f (x^2 - ax^2 y + ay^2 + y^3) \right]
\]
\[ = \frac{1}{2} e + f (x + y)
\]
\[ = \frac{1}{2} e + fp. \]

If we multiply by \( 2 \frac{dp}{dt} \) and integrate, we obtain
\[
\left( \frac{dp}{dt} \right)^2 = ep + fp^2 + C,
\]
or substituting the value for \( \frac{dp}{dt} \), we have
\[
\frac{(Y^1 - X^1)^2}{(y - x)^2} = C + e (x + y) + f (x + y)^2,
\]

an algebraical relation between \( x \) and \( y \), though the separate integrals require for their expression elliptic functions.

**Ex. 1.** Prove that another integral of the equation
\[
\frac{dx}{X^1} + \frac{dy}{Y^1} = 0
\]
is
\[
\left\{ \frac{x^2 y^2 - y^2 x^4}{y - x} \right\}^2 = C x^2 y^2 + b x (x + y) + c (x + y)^2;
\]
and verify the theorem of § 12 in this case by showing that the two primitives are not independent.

**Ex. 2.** Prove that an integral of
\[
\frac{dx}{X^3} = \frac{dy}{Y^3}
\]
is
\[
\frac{(Y^1 + X^1)^2}{(y - x)^2} = C(1 + c (x + y) + f (x + y)^2).
\]

**Ex. 3.** Express in an integral form the relation between \( y \) and \( x \) given by
\[
\frac{dx}{(1 - x)^2} + \frac{dy}{(1 - y)^2} = 0.
\]

**Ex. 4.** Show that the primitive of
\[
\frac{dx}{x (1 - x)(1 - \lambda x)} + \frac{dy}{y (1 - y)(1 - \lambda y)} = 0
\]
may be exhibited in the form
\[
\{x (1 - y)(1 - \lambda y)\}^2 + \{y (1 - x)(1 - \lambda x)\}^2 = A (1 - \lambda xy),
\]
where \( A \) is an arbitrary constant.

147. There is another method of proceeding, due to Cauchy; it is quite different from the former.

Consider a general equation between the two variables of the second degree of the form
\[
u = X_0 y^2 + 2X_1 y + X_2
\]
\[= Y_0 x^2 + 2Y_1 x + Y_2 = 0,
\]
where \( X_0, X_1, X_2, Y_0, Y_1, Y_2 \) are all of the second degree, the first three in \( x \), and the second three in \( y \); thus if
\[
X_0 = x x^2 + 2a y + a,
\]
\[X_1 = b y^2 + 2b y + b,
\]
\[X_2 = c x^2 + 2c y + c,
\]
we should have
\[ Y_3 = a_x y^2 + 2b_y y + c_0, \]
\[ Y_1 = a_x y^2 + 2b_y y + c_1, \]
\[ Y_2 = a_x y^2 + 2b_y y + c_2. \]

Then the ratio of \( dy : dx \) is given by
\[ \frac{\frac{\partial u}{\partial x}}{\frac{\partial u}{\partial y}} dx + \frac{\frac{\partial u}{\partial y}}{\partial y} dy = 0. \]

But
\[ \frac{\partial u}{\partial x} = 2 (Y_3 x + Y_1), \]
\[ = 2 (Y_3 x - Y_3 Y_2), \]

since \( u = Y_3 x^2 + 2Y_1 x + Y_2 = 0 \); similarly
\[ \frac{\partial u}{\partial y} = 2 (X_3 y + X_1), \]
\[ = 2 (X_3 y - X_3 X_2), \]

and therefore
\[ \frac{dx}{(X_3 x - X_3 X_2)} + \frac{dy}{(Y_3 y - Y_3 Y_2)} = 0, \]
a differential equation the primitive of which is \( u = 0 \).

Now since Euler's differential equation is symmetrical with regard to \( x \) and \( y \), it is necessary that its primitive \( u = 0 \) should be symmetrical with regard to \( x \) and \( y \), in order that the preceding analysis may apply to the present case. In order that \( u \) may be symmetrical, we must have
\[ b_0 = a_1, \quad c_0 = a_2, \quad c_1 = b_2, \]
and \( X_3 x - X_3 X_2 \) is then the same function of \( x \) that \( Y_3 y - Y_3 Y_2 \) is of \( y \). In order to obtain the primitive of
\[ \frac{dx}{X_3^2 + Y_3^2} + \frac{dy}{X_3^2 + Y_3^2} = 0, \]
where
\[ X = a + bx + cy^2 + ex^2 + fx^4, \]
and \( Y \) is the same function of \( y \), we must make \( X \) and \( X_3^2 - X_3 X_2 \) the same. The comparison of their coefficients will give four equations to determine the coefficients of \( u \); but in \( u \) there are five independent constants (there were originally eight as any one can be made unity, but three equations necessary for symmetry are satisfied) and therefore one will remain undetermined and so arbitrary. These equations giving the coefficients are
\[ \begin{aligned}
\frac{b_0^2 - a_0 c_0}{a} &= \frac{4b_1 b_0 - 2(a_1 c_0 + a_0 c_1)}{b} = \frac{b_2^2 - a_0 c_0}{a} \\
&= \frac{4(b_3 - a_1 c_0) - (a_0 c_0 + a_0 c_0 - 2b_1 b_0)}{c}.
\end{aligned} \]

when the values of the determined coefficients are substituted in \( u \), the equation \( u = 0 \) contains one arbitrary constant and is thus the primitive.

**Ex. 1.** Prove that the primitive of
\[ \frac{dx}{(Ax^2 + 2Bx + C)^{1/2}} + \frac{dy}{(Ay^2 + 2Cy + C)^{1/2}} = 0 \]
is
\[ \frac{a_0 (x^2 + y^2) + 2b_1 xy + 2a_1 (x + y) + c_0}{A}, \]
where
\[ \frac{b_3 - a_0^3}{A} = \frac{b_1 b_3 - a_0 c_1}{B} = \frac{b_2^2 - a_0 c_0}{C}. \]

**Ex. 2.** Verify that the primitive of
\[ \frac{dx}{(1 + a_2 x^2 + a_0 x^4)^{1/2}} + \frac{dy}{(1 + a_2 y^2 + a_0 y^4)^{1/2}} = 0 \]
is
\[ A_2 (x^2 + y^2) + 2A_2 xy = 1 + a_0 x^2 y^2, \]
where
\[ A_2 - a_0 = A_2^2 + a_2 A_4. \]

(Cauchy.)

Chap. xiv. of Cayley's *Elliptic Functions* may be consulted with advantage.

148. If instead of a single equation between two variables, the relation between which is expressible in an algebraical form, we have a system of \( n - 1 \) equations between \( n \) variables, we may without integration of each integrable expression represent in an integral form the dependence between the \( n \) variables in the shape of an algebraical equation; and as this equation is obtained by an integration, it must contain an arbitrary constant. The process made use of in order to derive it in the general case will be seen to differ materially from that adopted in the particular case of \( n = 2 \).
Let the differential equations be
\[ \frac{dx_1}{X_1^\frac{1}{2}} + \frac{dx_2}{X_2^\frac{1}{2}} + \cdots + \frac{dx_n}{X_n^\frac{1}{2}} = 0 \]
\[ a_1 \frac{dx_1}{X_1^\frac{1}{2}} + a_2 \frac{dx_2}{X_2^\frac{1}{2}} + \cdots + a_n \frac{dx_n}{X_n^\frac{1}{2}} = 0 \]
\[ \cdots \]
\[ a_{n-2} \frac{dx_{n-2}}{X_{n-2}^\frac{1}{2}} + a_{n-1} \frac{dx_{n-1}}{X_{n-1}^\frac{1}{2}} + a_n \frac{dx_n}{X_n^\frac{1}{2}} = 0 \]
in which
\[ X_\mu = a_0 + a_1 x_\mu + a_2 x_\mu^2 + \cdots + a_{n-1} x_\mu^{n-1} + a_n x_\mu^n, \]
for all the suffixes \( \mu \) in the system. Let
\[ f(x) = (x - x_1)(x - x_2) \cdots (x - x_n); \]
and let \( f'(x_\mu) \) denote the value of \( \frac{df}{dx} \) when in it, after the indicated differentiation has taken place, \( x_\mu \) is substituted for \( x \); the value of \( f'(x_\mu) \) will therefore be
\[ (x_\mu - x_1)(x_\mu - x_2) \cdots (x_\mu - x_n), \]
the vanishing factor \( x_\mu - x_\mu \) being absent. Solving now the above system of equations in order to obtain the algebraical ratios of the quantities \( dx_1, dx_2, \ldots, dx_n \), we find
\[ f'(x_\mu) \frac{dx_1}{X_1^\frac{1}{2}} = f'(x_\mu) \frac{dx_2}{X_2^\frac{1}{2}} = \cdots = f'(x_\mu) \frac{dx_n}{X_n^\frac{1}{2}}. \]
Let the common value of these equal fractions be denoted by \( \frac{dx}{dt} \), so that we have
\[ \frac{dx_1}{dt} = \frac{X_1^\frac{1}{2}}{f'(x_\mu)}; \quad \frac{dx_2}{dt} = \frac{X_2^\frac{1}{2}}{f'(x_\mu)}; \]
and so on.

The first of these gives
\[ \left( \frac{dx}{dt} \right)^2 = \frac{X_1}{\left[f'(x_\mu) \right]^2}, \]
and therefore, after differentiation with respect to \( t \),
\[ 2 \frac{dx}{dt} \frac{d^2x}{dt^2} = \frac{\partial}{\partial x_\mu} \left[ \frac{X_1}{\left[f'(x_\mu) \right]^2} \right] \frac{dx}{dt} + \frac{\partial}{\partial x_\mu} \left[ \frac{X_1}{\left[f'(x_\mu) \right]^2} \right] \frac{dx}{dt} + \cdots \]
Now
\[ \frac{\partial}{\partial x_\mu} \left[ \frac{X_1}{\left[f'(x_\mu) \right]^2} \right] = -\frac{2X_1}{\left[f'(x_\mu) \right]^3} \frac{\partial}{\partial x_\mu} \left[f'(x_\mu) \right]. \]

But since
\[ f'(x_\mu) = (x_\mu - x_1)(x_\mu - x_2) \cdots (x_\mu - x_n), \]
we have
\[ \frac{1}{f'(x_\mu)} \frac{\partial}{\partial x_\mu} \left[f'(x_\mu) \right] = -\frac{1}{x_\mu - x_\mu}, \]
and therefore
\[ \frac{\partial}{\partial x_\mu} \left[ \frac{X_1}{\left[f'(x_\mu) \right]^2} \right] = \frac{2X_1}{\left[f'(x_\mu) \right]^3} \frac{1}{x_\mu - x_\mu}, \]
provided \( \mu \) be not unity. After substitution and division by the coefficient of \( \frac{dx}{dt} \) on the left-hand side, the equation becomes
\[ \frac{d^2x}{dt^2} = \frac{1}{2} \frac{\partial}{\partial x_\mu} \left[ \frac{X_1}{\left[f'(x_\mu) \right]^2} \right] + \frac{X_1}{f'(x_\mu)} \frac{1}{x_\mu - x_\mu} \frac{1}{x_\mu - x_\mu} + \frac{X_1}{f'(x_\mu)} \frac{1}{x_\mu - x_\mu} + \cdots + \frac{X_1}{f'(x_\mu)} \frac{1}{x_\mu - x_\mu}. \]

Similarly
\[ \frac{d^2x_\mu}{dt^2} = \frac{1}{2} \frac{\partial}{\partial x_\mu} \left[ \frac{X_2}{\left[f'(x_\mu) \right]^2} \right] + \frac{X_2}{f'(x_\mu)} \frac{1}{x_\mu - x_\mu} \frac{1}{x_\mu - x_\mu} + \frac{X_2}{f'(x_\mu)} \frac{1}{x_\mu - x_\mu} + \cdots + \frac{X_2}{f'(x_\mu)} \frac{1}{x_\mu - x_\mu}, \]
and so for the others, making \( n \) in all. Now let the \( n \) left-hand sides of these equations be added together; the sum will be equal to that of the \( n \) right-hand sides. It will be seen that in the latter, when in the \( r \)th expression a term \( \frac{X_r}{f'(x_\mu)} \frac{1}{x_\mu - x_\mu} \) enters, then
in the \( s \)th expression a term \( \frac{X_s}{f'(x_\mu)} \frac{1}{x_\mu - x_\mu} \) also enters, and the sum of the two terms is therefore zero. All the terms containing these fractions \( \frac{1}{x_\mu - x_\mu} \) will thus disappear for all values of \( s \) and \( r \); and so we have
\[ 2 \frac{d^2}{dt^2} (x_1 + x_2 + \cdots + x_n) = \frac{\partial}{\partial x_\mu} \left[ \frac{X_1}{\left[f'(x_\mu) \right]^2} \right] + \frac{\partial}{\partial x_\mu} \left[ \frac{X_2}{\left[f'(x_\mu) \right]^2} \right] + \cdots \]
We denote \( a_1 + a_2 + \ldots + a_n \) by \( p \), so that the left-hand side of the last equation is \( 2 \frac{dp}{dp} \).

149. We can obtain another value for the expression on the right-hand side of the equation. Let \( X \) denote the same function of \( x \) as \( X_1 \) of \( a_1 \); and let

\[
\frac{X}{[f(x)]^2} = \frac{A_{2n}}{x - a_1} + \frac{B_1}{x - a_2} + \ldots + \frac{B_{2n}}{x - a_n} + \frac{C_1}{(x - a_2)^2} + \frac{C_2}{(x - a_3)^2} + \ldots + \frac{C_n}{(x - a_{2n})^2},
\]

be expanded in partial fractions. Since \( X \) and \( [f(x)]^2 \) are both of the degree \( 2n \), there will be a term independent of \( a_1 \) which will be \( A_{2n} \); and so we may write

\[
X \frac{[x - a_1]^{2n}}{[f(x)]^2} = C_1 + B_1 (x - a_1) + \text{terms multiplied by} \ (x - a_1)^3;
\]

or, dividing out by the common factors in the numerator and the denominator on the left-hand side, we have \( C_1 + B_1 (x - a_1) + \text{terms multiplied by} \ (x - a_1)^2 = \frac{X}{(x - a_2)^2} (x - a_3)^2 \ldots (x - a_{2n})^2 \).

If \( x \) be put equal to \( a_1 \), the left-hand side becomes \( C_1 \) and the right becomes \( \frac{X_1}{[f'(a_1)]^2} \), so that

\[
C_1 = \frac{X_1}{[f'(a_1)]^2}.
\]

The right-hand side of the equation in the form last written does not involve \( a_1 \), and its partial differential coefficient with regard to \( a_1 \) is therefore zero; since the two sides of the equation are identically equal, zero must be the value of the partial differential coefficient of the left-hand side with regard to \( a_1 \), and so we have

\[
\frac{\partial C_1}{\partial a_1} - B_1 (x - a_1) \frac{\partial B_1}{\partial a_1} + \text{terms involving} \ (x - a_1) = 0.
\]

This is true for all values of \( x \), and therefore

\[
B_1 = \frac{\partial C_1}{\partial a_1} = \frac{\partial}{\partial a_1} \left[ \frac{X_1}{[f'(a_1)]^2} \right].
\]

Similarly

\[
B_2 = \frac{\partial}{\partial a_2} \left[ \frac{X_2}{[f'(a_2)]^2} \right],
\]

with corresponding expressions for the other quantities \( B \). Hence

\[
2 \frac{dp}{dp} = \frac{\partial}{\partial a_1} \left[ \frac{X_1}{[f'(a_1)]^2} \right] + \frac{\partial}{\partial a_2} \left[ \frac{X_2}{[f'(a_2)]^2} \right] + \ldots \]

\[
= B_1 + B_2 + \ldots + B_n.
\]

Let the equation expressing the resolution into partial fractions of the expression considered be multiplied throughout by \( [f(x)]^2 \); and let the coefficients of \( x^{m-1} \) on the two sides of the relation

\[
X = A_{2n} [f(x)]^2 + \sum_{\mu=1}^{2n} B_{\mu} \frac{B_{\mu}}{x - a_\mu} [f(x)]^2 + \sum_{\mu=1}^{2n} \frac{C_\mu}{(x - a_\mu)^2} [f(x)]^2
\]

be equated. None of the terms involving the quantities \( C \) can furnish terms of so high a degree, since each begins with \( x^{m-2} \); each of the terms involving the quantities \( B \) begins with \( x^{m-1} \), and the whole coefficient from this series of terms is therefore

\[
B_1 + B_2 + \ldots + B_n.
\]

Since

\[
f(x) = (x - a_1) (x - a_2) \ldots (x - a_n)
\]

\[
= x^n - a_1 x^{n-1} + a_2 x^{n-2} + \ldots + a_n + \text{lower powers of} \ x
\]

\[
= x^n + px^{m-1} + \text{lower powers},
\]

the coefficient of \( x^{m-1} \) in \( A_{2n} [f(x)]^2 \) is \( -2A_{2n}p \). That coefficient on the left-hand side is \( A_{2m-1} \); and therefore

\[
A_{2m-1} = -2A_{2n}p + B_1 + B_2 + \ldots + B_n
\]

\[
= -2A_{2n}p + 2 \frac{dp}{dp}.
\]
Multiplying by \( \frac{dp}{dt} \) and integrating, we have

\[
\left( \frac{dp}{dt} \right)^2 = A_m p^n + A_{m-1} p + E,
\]

where \( E \) is an arbitrary constant. But

\[
\frac{dp}{dt} = \frac{dx_1}{f'(x_1)} + \frac{dx_2}{f'(x_2)} + \cdots + \frac{dx_n}{f'(x_n)}
\]

and therefore the integral becomes

\[
\left\{ \frac{X_1^{\frac{1}{n}}}{f'(x_1)} + \frac{X_2^{\frac{1}{n}}}{f'(x_2)} + \cdots + \frac{X_n^{\frac{1}{n}}}{f'(x_n)} \right\}^2 = E + A_m (x_1 + x_2 + \cdots + x_n)^n
\]

all of which are contained in the second volume of his collected works.

The theory of these transcendental functions, and of others, involves issues beyond the construction of integrals of systems of differential equations. It is expounded in treatises on the theory of algebraic functions and their integrals.

**Total Differential Equations.**

150. The differential equations with which we have hitherto had to deal have been, except in §§ 148 and 149, such as include one dependent and one independent variable; for the future we shall consider those which include more than two variables. These may be divided into two classes, one in which only one dependent variable occurs, the other in which only one independent variable occurs. In equations of the former class, we shall have the partial differential coefficients of the single dependent variable relatively to the independent variables; these are called partial differential equations, and will afterwards be discussed. In equations of the latter class, we shall have the differential coefficients of the several dependent variables with reference to the single independent variable (which may be either expressed or implied); these are usually called total differential equations.

When we have an integral equation

\[
\phi(x, y, z) = C,
\]

where \( C \) is a constant, we may suppose that \( x, y, z \), undergo slight variations \( dx, dy, dz \), which we know will be connected by the relation

\[
\frac{\partial \phi}{\partial x} dx + \frac{\partial \phi}{\partial y} dy + \frac{\partial \phi}{\partial z} dz = 0.
\]

If \( \frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y}, \frac{\partial \phi}{\partial z} \), have any common factor, the equation can be simplified by the removal of that common factor; and so we
may consider the general form of a derived total equation in three variables as represented by

\[ P \, dx + Q \, dy + R \, dz = 0. \]

Here \( P, Q, R \) are given functions of \( x, y, z \); they are proportional to the differential coefficients of \( \phi \), and they may actually be equal to those differential coefficients.

But, conversely, when any equation of the form

\[ P \, dx + Q \, dy + R \, dz = 0 \]

is given, it does not necessarily lead to an equation of the form

\[ \phi (x, y, z) = C; \]

for the existence of the latter equation implies that the three quantities \( P, Q, R \) are proportional to the differential coefficients of some one function, and this requirement is not satisfied while \( P, Q, R \) are quite general. We must therefore discuss in what circumstances such a differential equation will lead to an integral of the given form; and, on the assumption that such an integral is possible, indicate a method of obtaining it.

There will remain the further problem of obtaining an equivalent of the equation, when the conditions necessary for the existence of such an integral as the above are not satisfied.

151. In the first place, then, we assume that such an integral exists; we must therefore have \( P, Q, R \), respectively proportional to the partial differential coefficients of some function \( \phi \) with regard to \( x, y, z \), so that we may write

\[ \mu P = \frac{\partial \phi}{\partial x}, \quad \mu Q = \frac{\partial \phi}{\partial y}, \quad \mu R = \frac{\partial \phi}{\partial z}, \]

in which \( \mu \) is some quantity the value of which is not specified by the equation. From the first two of these equations we have

\[ \frac{\partial}{\partial y} (\mu P) = \frac{\partial \phi}{\partial x \partial y} = \frac{\partial}{\partial x} (\mu Q), \]

or

\[ \mu \frac{\partial P}{\partial y} + P \frac{\partial \mu}{\partial y} = \mu \frac{\partial Q}{\partial x} + Q \frac{\partial \mu}{\partial x}, \]

that is

\[ \mu \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) = Q \frac{\partial \mu}{\partial x} - P \frac{\partial \mu}{\partial y}, \]

Similarly

\[ \mu \left( \frac{\partial Q}{\partial x} - \frac{\partial R}{\partial y} \right) = R \frac{\partial \mu}{\partial x} - Q \frac{\partial \mu}{\partial y}, \]

and

\[ \mu \left( \frac{\partial R}{\partial x} - \frac{\partial P}{\partial y} \right) = P \frac{\partial \mu}{\partial x} - R \frac{\partial \mu}{\partial y}. \]

Multiply the last three equations respectively by \( R, P, Q \), and add; we have

\[ P \left( \frac{\partial Q}{\partial x} - \frac{\partial R}{\partial y} \right) + Q \left( \frac{\partial R}{\partial x} - \frac{\partial P}{\partial y} \right) + R \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) = 0, \]

which is an equation giving a relation between \( P, Q, R \); it is a relation which must be satisfied if the proposed differential equation possesses an integral of the form considered.

Further, if we take

\[ P_1 = \lambda P, \quad Q_1 = \lambda Q, \quad R_1 = \lambda R, \]

where \( \lambda \) is any quantity, the same condition is satisfied by \( P_1, Q_1, R_1 \) as by \( P, Q, R \). For

\[ \frac{\partial Q_1}{\partial x} - \frac{\partial R_1}{\partial y} = \lambda \left( \frac{\partial Q}{\partial x} - \frac{\partial R}{\partial y} \right) + Q \frac{\partial \lambda}{\partial x} - R \frac{\partial \lambda}{\partial y}, \]

\[ \frac{\partial R_1}{\partial x} - \frac{\partial P_1}{\partial y} = \lambda \left( \frac{\partial R}{\partial x} - \frac{\partial P}{\partial y} \right) + R \frac{\partial \lambda}{\partial x} - P \frac{\partial \lambda}{\partial y}, \]

\[ \frac{\partial P_1}{\partial y} - \frac{\partial Q_1}{\partial x} = \lambda \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) + P \frac{\partial \lambda}{\partial y} - Q \frac{\partial \lambda}{\partial x}, \]

and therefore

\[ P_1 \left( \frac{\partial Q_1}{\partial x} - \frac{\partial R_1}{\partial y} \right) + Q_1 \left( \frac{\partial R_1}{\partial x} - \frac{\partial P_1}{\partial y} \right) + R_1 \left( \frac{\partial P_1}{\partial y} - \frac{\partial Q_1}{\partial x} \right) = \lambda^2 \left( P \left( \frac{\partial Q}{\partial x} - \frac{\partial R}{\partial y} \right) + Q \left( \frac{\partial R}{\partial x} - \frac{\partial P}{\partial y} \right) + R \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) \right) = 0, \]

which proves the statement.

Conversely, when the relation is satisfied, the differential equation leads to a primitive of the form

\[ \phi (x, y, z) = C. \]
We proceed to prove this proposition. We know that, when a differential equation
\[ P \, dx - Q \, dy = 0 \]
is given, a function \( u(x, y) \) exists such that the differential equation is satisfied in virtue of the relation
\[ u(x, y) = \text{constant}, \]
and consequently that \( P \) and \( Q \) are proportional to the derivatives of \( u \) with regard to \( x \) and \( y \) respectively. If then, in the equation
\[ P \, dx + Q \, dy + R \, dz = 0, \]
we consider \( P \) and \( Q \) as functions of \( x \) and \( y \), which involve \( z \) also, we infer that a function of \( x \) and \( y \) exists, say \( u \), such that for some quantity \( \lambda \) we can write
\[ P = \lambda P = \frac{\partial u}{\partial x}, \quad Q = \lambda Q = \frac{\partial u}{\partial y}, \]
and \( u \) will involve other quantities occurring in \( P \) and \( Q \) that do not affect the partial differentiation with regard to \( x \) and \( y \), that is, \( u \) will involve \( z \). But it cannot be at once assumed that \( R \) is proportional to the remaining derivative of \( u \); and we therefore write
\[ R - \frac{\partial u}{\partial z} = \lambda R - \frac{\partial u}{\partial z} = S. \]

When we substitute
\[ P = \frac{\partial u}{\partial x}, \quad Q = \frac{\partial u}{\partial y}, \quad R = \frac{\partial u}{\partial z} + S, \]
in the relation
\[ \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) + Q \left( \frac{\partial R}{\partial x} - \frac{\partial P}{\partial z} \right) + R \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) = 0, \]
which is satisfied because the relation between \( P, Q, R \), is satisfied, we have
\[ \frac{\partial (S, u)}{\partial (x, y)} = \frac{\partial S \, \partial u}{\partial x \, \partial y} - \frac{\partial S \, \partial u}{\partial y \, \partial x} = 0. \]

The only integral equation which is possessed at present is \( u = \text{constant} \); and the equation between \( S \) and \( u \) is manifestly not satisfied in virtue of \( u = \text{constant} \). Hence the equation between \( S \) and \( u \) is satisfied identically; and therefore (§ 10) \( S \) and \( u \), regarded as functions of \( x \) and \( y \) alone, are expressible in terms of one another. But the variable \( z \) may, and usually does, occur in \( u \) and in \( S \); so we can take the expression for \( S \) in the form
\[ S = f(z, u), \]
that is, \( S \) is expressible in terms of \( z \) and \( u \) only.

Moreover, we have
\[ \lambda (P \, dx + Q \, dy + R \, dz) = \frac{\partial u}{\partial x} dx + \frac{\partial u}{\partial y} dy + \frac{\partial u}{\partial z} dz = S \, dz, \]
and therefore the original equation can be replaced by
\[ du + S \, dz = 0, \]
where \( S \) is expressible in terms of \( z \) and \( u \) alone.

This equation now involves two variables only. We know that a function \( \psi(u, z) \) exists, such that the equation is satisfied in virtue of
\[ \psi(u, z) = \text{constant}; \]
and we have
\[ \mu = \frac{\partial \psi}{\partial u}, \quad \mu S = \frac{\partial \psi}{\partial z}, \]
for some quantity \( \mu \). Hence
\[ \lambda \mu (P \, dx + Q \, dy + R \, dz) = \mu (du + S \, dz) = d \psi; \]
and therefore the original equation is satisfied in virtue of
\[ \psi(u, z) = \text{constant}, \]
or, on replacing \( u \) by its value in terms of \( x, y, z \), the original equation has a primitive of the form
\[ \phi(x, y, z) = C. \]

Note. In consequence of this property, the relation
\[ P \left( \frac{\partial Q}{\partial x} - \frac{\partial R}{\partial y} \right) + Q \left( \frac{\partial R}{\partial x} - \frac{\partial P}{\partial z} \right) + R \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) = 0 \]
is frequently called the condition of integrability.
152. We shall assume that the condition is satisfied, and that consequently the primitive exists. The actual deduction of the primitive can be effected in accordance with the preceding analysis.

It is first necessary to obtain the quantity \( u \). For this purpose, we consider an equation

\[ P \, dx + Q \, dy = 0, \]

with the assumption that \( z \) does not vary; then if its integral is

\[ \theta(x, y) = u = \text{constant}, \]

where the coefficients in \( \theta \) may involve the variable \( z \), we have the required function \( u \). Moreover, we have

\[ \lambda P = \frac{\partial u}{\partial x}, \quad \lambda Q = \frac{\partial u}{\partial y}, \]

so that \( \lambda \) is known.

We then multiply the original equation by \( \lambda \), so that it becomes

\[ \lambda (P \, dx + Q \, dy + R \, dz) = 0, \]

and we express it in the form

\[ du + S \, dz = 0. \]

We express \( S \) in terms of \( z \) and \( u \) alone, which we know is possible; then the new equation

\[ du + S \, dz = 0 \]

involves only \( u \) and \( z \). Its integral is the primitive of the original equation. Hence we have the rule:

*To obtain the primitive of the equation

\[ P \, dx + Q \, dy + R \, dz = 0, \]

when the condition of integrability is satisfied, we integrate the equation

\[ P \, dx + Q \, dy = 0 \]

as if \( z \) were invariable*: let this integral be

\[ u = \text{constant}, \]

* If more convenient in any particular case, either of the other variables could be considered temporarily constant: the corresponding changes to be made in the process are obvious.

and find the quantity \( \lambda \) such that

\[ \lambda P = \frac{\partial u}{\partial x}. \]

The equation

\[ \lambda (P \, dx + Q \, dy + R \, dz) = 0 \]

has the form

\[ du + S \, dz = 0; \]

we express \( S \) in terms of \( z \) and \( u \) alone, and then integrate the equation

\[ du + S \, dz = 0. \]

Its integral is the primitive of the original equation.

*Note. Another method of proceeding to the construction of the integral, when the condition of integrability is satisfied, is given in § 164 (post).

Ex. 1. Integrate the equation

\[ (y \, dx + x \, dy) (a - z) + xy \, dz = 0. \]

Here \( P = y(a - z) \), \( Q = x(a - z) \), \( R = xy \); the condition of integrability is satisfied.

We take the equation

\[ (y \, dx + x \, dy) (a - z) = 0; \]

here, the factor \( a - z \) can be neglected. Omitting it, we have an integral in the form

\[ xy = \text{constant}, \]

so that we take

\[ u = xy. \]

Thus

\[ \lambda P = \frac{\partial u}{\partial x} = y, \]

so that

\[ \lambda = \frac{1}{a - z}. \]

Thus

\[ \lambda (P \, dx + Q \, dy + R \, dz) = 0 \]

becomes

\[ du + \frac{xy}{a - z} \, dz = 0, \]

that is,

\[ du + \frac{u}{a - z} \, dz = 0. \]
TOTAL DIFFERENTIAL EQUATIONS

The primitive of this equation is
\[ \frac{u}{a-z} = C, \]
and therefore the primitive of the original equation is
\[ xy = C(a-x). \]

**Ex. 2.** Verify that for each of the following equations the condition of integrability is satisfied, and obtain the primitives:

- (i) \((y+a) \, dx + (z+x) \, dy + (x+y) \, dz = 0;\)
- (ii) \(xy \, dx = az \, dy + y^2 \, dz;\)
- (iii) \((y+a)^2 \, dx + x \, dy - (y+a) \, dz = 0;\)
- (iv) \((x-a) \, dx + (z-a) \, dz + [k^2 - (x-a)^2 - (z-a)^2] \frac{1}{2} \, dy \, dz = 0;\)
- (v) \((2y^2 + 4ax^2 \, x^2) \, dx + (3y + 2x^2 + (y^2 + x^2)^{\frac{1}{2}}) \, y \, dy \, dz = 0;\)
- (vi) \((y^2 + 2xy) \, dx + (x+y^2) \, dy + (y^2 - xy) \, dz = 0;\)
- (vii) \((2x^2 y - y^2 z) \, dx + (x^2 y^2 - x^2 z) \, dy + (x^2 y + x^2 z) \, dz = 0;\)
- (viii) \((2x^2 + 2x^2 + 2xy^2 + 1) \, dx + dy + 2x \, dz = 0;\)
- (ix) \((2x + y^3 + 2x^2) \, dx + 2xy \, dy + x^2 \, dz = dw.\)

153. The preceding solution has been obtained on the supposition that the equation of condition among the coefficients of the differential elements \(dx, dy, dz,\) is satisfied. It remains now to consider the class of equations for which the condition is not satisfied, and for which there cannot therefore be a single general integral.

Let us now assume any arbitrary relation between \(x, y, z,\) of the form
\[ \psi (x, y, z) = 0; \]
this, on being differentiated, gives
\[ \frac{\partial \psi}{\partial x} \, dx + \frac{\partial \psi}{\partial y} \, dy + \frac{\partial \psi}{\partial z} \, dz = 0. \]

When the form \(\psi\) is specified, these two equations will determine \(x\) and \(dz\) in terms of \(x, y, dx\) and \(dy\) (or, generally, one of the variables and its differential in terms of the other two and their differentials); when they are substituted in the equation
\[ P \, dx + Q \, dy + R \, dz = 0, \]
they make it of the form
\[ M \, dx + N \, dy = 0, \]
where \(M\) and \(N\) are functions of \(x\) and \(y,\) the values of which will depend upon the form of the chosen function \(\psi.\) Now this equation may be integrated and the integral, containing an arbitrary constant, will together with the relation
\[ \psi (x, y, z) = 0 \]
constitute a solution of the differential equation.

For it is evident from the method of derivation of the integral that, in combination with \(\psi = 0,\) it furnishes relations between \(x, y,\) and \(z,\) such that the differential equation is satisfied.

By giving all possible forms to \(\psi,\) every possible solution will be obtained. Each solution will be constituted by two equations.

**Ex. 1.** Solve \(dz = ay \, dx + b \, dy.\)

The equation of condition is not satisfied. Some relation between \(z, y, z,\) must therefore be assumed, and it may be perfectly arbitrary: let it be
\[ y = f(x). \]

A combination of this relation with the differential equation gives
\[ dz = af(x) \, dx + bf(x) \, dy, \]
the integral of which is
\[ z = a \int f(x) \, dx + b f(x) + C. \]

This equation, with \(f(x) = y,\) forms a solution of the proposed equation.

**Ex. 2.** Obtain the most general solution of the equation
\[ x \, dx + y \, dy + c \left(1 - \frac{x^2}{a^2} - \frac{y^2}{b^2}\right) \, dz = 0, \]
which is consistent with the relation
\[ \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1. \]

**Ex. 3.** Find the equation, which must be associated with \(x^2 + y^2 = \phi (z),\) in order to give an integral of
\[ (x (x-a) + y (y-b)) \, dz = (z-c) \left(x \, dx + y \, dy\right); \]
and the equation, which must be associated with
\[ y + z \log x + \phi (z) = 0, \]
so as to satisfy
\[ z \, dx + x \, dy + y \, dz = 0. \]
Ex. 4. Prove that, if \( \mu \) be a quantity such that

\[
\mu (Pdx + Qdy) = dV,
\]
then a solution of the general equation may be represented by

\[
V = \phi (x),
\]
\[
\frac{\partial V}{\partial z} - \mu R = \phi' (x).
\]
This is Monge's form.

Ex. 5. Obtain general equations which constitute the solution of

\[
ydx = (x - z) (dy - dz).
\]

154. It is not at first sight clear how the equation of condition affects the above process and, in particular, why what has been given as the solution in the latter case is not the solution in the former case. But the relation between the two solutions can be seen as follows.

The elimination of the differential element \( dz \) between the two equations in which it occurs leads to the equation

\[
\left( R \frac{\partial \psi}{\partial x} - P \frac{\partial \psi}{\partial z} \right) dx + \left( R \frac{\partial \psi}{\partial y} - Q \frac{\partial \psi}{\partial z} \right) dy = 0;
\]
and, in order that this may be reduced to the form

\[
M dx + N dy = 0,
\]
the variable \( z \), which occurs in it, must be replaced by its value derived from \( \psi (x, y, z) = 0 \). Now suppose the equation of condition is satisfied so that \( P, Q, R \) are proportional to the differential coefficients with regard to \( x, y, z \), of some function; if this function be \( \psi (x, y, z) \), then we have

\[
\frac{1}{R} \frac{\partial \psi}{\partial x} = \frac{1}{Q} \frac{\partial \psi}{\partial y} = \frac{1}{P} \frac{\partial \psi}{\partial z} \quad \text{(A)},
\]
and the equation involving \( dx \) and \( dy \) is identically satisfied. There will thus, on this supposition, be no other equation necessarily associated with the equation \( \psi = 0 \), or, what is equivalent for this case, \( \psi = C \); this by itself is sufficient for the solution of the differential equation, and any other equation associated with \( \psi = C \) may be perfectly arbitrary (such as \( \chi = 0 \)), for its expression will not enter into the differential equation when formed from these integral equations. If however the equation first written down be not that which leads to the particular properties (A), but be another such as \( \chi = 0 \), it will still be possible to derive the equation \( \psi = C \), into the expression of which the form of \( \chi \) does not enter; and we may therefore consider as the general solution of the differential equation the equation

\[
\psi = C;
\]
while, if we wish to determine \( y \) and \( z \) separately as functions of \( x \), we associate with this any arbitrary relation between \( x, y, z \).

If however the equation of condition between the quantities \( P, Q, R \) be not satisfied, there is no function \( \psi \) such that the relations (A) hold; and thus

\[
M dx + N dy = 0
\]
is not an identity but leads to an integral, the form of which is affected by the form of the arbitrary equation first written down and which must be associated with that equation in order to constitute the integral.

It thus appears that the difference between the two cases is as follows. While we may consider that in both cases two equations are necessary to give the complete solution, in the case when the equation of condition is satisfied one of these integral equations (called \( \psi = C \)) is completely unaffected in form by the other (called \( \chi = 0 \)), but in the case when the equation of condition is not satisfied one of these integral equations is affected in form by the other.

155. The difference between the results in the two classes having been indicated, it is now possible to adopt a method of integration which shews the point of separation between the processes applying to these classes. Let

\[
\chi (x, y, z) = 0
\]
be any relation between \( x, y, \) and \( z \); then

\[
\frac{\partial \chi}{\partial x} dx + \frac{\partial \chi}{\partial y} dy + \frac{\partial \chi}{\partial z} dz = 0.
\]
We also have

\[
P dx + Q dy + R dz = 0.
\]
Let the former equation be multiplied by $\lambda$ (a quantity to be determined afterwards) and added to the latter, so that

$$(P + \lambda \frac{\partial \chi}{\partial x}) \, dx + (Q + \lambda \frac{\partial \chi}{\partial y}) \, dy + (R + \lambda \frac{\partial \chi}{\partial z}) \, dz = 0,$$

or, say,

$$P_1 \, dx + Q_1 \, dy + R_1 \, dz = 0.$$  

Let $\lambda$ be so chosen as to make $P_1$, $Q_1$, $R_1$, proportional to the differential coefficients with regard to $x$, $y$, $z$, respectively of some function $\psi$; then the integral of the last equation is

$$\psi(x, y, z) = C,$$

where $C$ is arbitrary, and the primitive of the differential equation is given by the two equations

$$\begin{align*}
\chi(x, y, z) &= 0 \\
\psi(x, y, z) &= C,
\end{align*}$$

Now since $P_1$, $Q_1$, $R_1$, are proportional to differential coefficients with regard to $x$, $y$, $z$, we have

$$P_1 \left(\frac{\partial Q_1}{\partial x} - \frac{\partial R_1}{\partial y}\right) + Q_1 \left(\frac{\partial R_1}{\partial x} - \frac{\partial P_1}{\partial y}\right) + R_1 \left(\frac{\partial P_1}{\partial y} - \frac{\partial Q_1}{\partial x}\right) = 0,$$

or substituting for $P_1$, $Q_1$, $R_1$, and reducing, we have

$$P \left(\frac{\partial Q}{\partial x} - \frac{\partial R}{\partial y}\right) + Q \left(\frac{\partial R}{\partial x} - \frac{\partial P}{\partial y}\right) + R \left(\frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x}\right)$$

$$+ \lambda \left\{ \frac{\partial \chi}{\partial x} \left(\frac{\partial Q}{\partial x} - \frac{\partial R}{\partial y}\right) - \frac{\partial \chi}{\partial y} \left(\frac{\partial R}{\partial x} - \frac{\partial P}{\partial y}\right) + \frac{\partial \chi}{\partial z} \left(\frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x}\right) \right\}$$

$$+ \frac{\partial \lambda}{\partial x} \left(\frac{\partial Q}{\partial x} - \frac{\partial R}{\partial y}\right) + \frac{\partial \lambda}{\partial y} \left(\frac{\partial R}{\partial x} - \frac{\partial P}{\partial y}\right) + \frac{\partial \lambda}{\partial z} \left(\frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x}\right) = 0.$$  

If $P$, $Q$, $R$, be themselves proportional to differential coefficients with regard to $x$, $y$, $z$, the first line in this equation vanishes and a solution of the equation is $\lambda = 0$; $P_1$, $Q_1$, $R_1$, are then independent of $\chi$, and therefore $\psi(x, y, z)$ is independent of $\chi$.

If $P$, $Q$, $R$, be not such as to make the first line vanish, then $\lambda$ is shewn by this equation to depend upon the form of $\chi$ and therefore $\psi$ also will depend upon the form of $\chi$. The form of $\psi$ will in this case be determined by the method given in § 153; but the foregoing investigation is useful as a means of instituting the analytical comparison between the methods.

### Geometrical Interpretation.

156. A geometrical interpretation can be given to the differential equation and its integral, which will illustrate the difference between the two classes of equation explained in the last two paragraphs.

If as usual $x, y, z$, represent the coordinates of a point $A$, the equation will then represent some locus. Let $A'$ be a point on the locus adjacent to $A$; then $dx, dy, dz$, are proportional to the direction cosines of $AA'$, and the differential equation implies a relation between these direction cosines; the locus which it represents will therefore be some curve of families of curves, and not a surface or family of surfaces.

Consider now the two differential equations

$$\frac{dx'}{P} = \frac{dy'}{Q} = \frac{dz'}{R}$$

$$P' = Q' = R'$$

where $u_1$ and $u_2$ are functions of $x, y, z$; and as they coexist, these integrals really represent the intersection of two surfaces, each of which is one of a family. This intersection of any two particular surfaces is a curve; and we therefore have a doubly infinite system of curves. One curve of this system passes through $A$; it is determined by those values of $a_1$ and $a_2$ obtained by substituting in $u_1$ and $u_2$ the coordinates of $A$. Let $A''$ be the point on this curve which is consecutive to $A$; then the direction cosines of $AA''$ are proportional to $dx', dy', dz'$, or to the values of $P', Q', R'$, at $A$, that is, to $P$, $Q$, $R$. Now the condition that $AA''$ and $AA'$ may be perpendicular is

$$P \, dx + Q \, dy + R \, dz = 0,$$

which is the given differential equation; hence it expresses the fact that $AA'$ is perpendicular to that curve of (ii) which passes through $A$. The solution of the differential equation must therefore include all the curves which cut the system (ii) orthogonally.
If we start from $A$ in any direction which is perpendicular to the tangent at $A$ to that curve of the system (ii) which passes through $A$, we shall come at $A'$ to an adjacent curve of this system; moving from $A'$ in any direction at right angles to this we shall at another consecutive point in this path reach another adjacent curve; and so on. The path thus obtained must be included in the solution of the differential equation; and as, at each point $A$, we may move in any one of an infinite number of directions (i.e. in any direction lying in the normal plane at $A$ to the curve of the system), it follows that the solution of the equation will contain an arbitrary function.

Let us, then, draw through $A$ any surface we please, and limit our path so as to be in this surface. Starting from $A$ at right angles to the curve of (ii), there will, in general, be only one direction possible in the surface; moving along this through a small arc we shall at its extremity $A'$ come to another curve; at $A'$, there will as before be usually only one direction possible in the surface, and it will lead to another point $A''$; and so on. We shall thus obtain on the arbitrary surface a single path passing through the point $A$. Had a different point $B$ on the same surface (but not lying in the path through $A$) been the starting point, there would have been similarly obtained a single path through $B$ different from the former; and so for any point.

We should therefore have on any arbitrary surface a singly infinite series of curves.

157. This is the exact geometrical process corresponding to the analytical process applying to the case when the equation of condition was not satisfied. For what was there done was to assume an arbitrary relation among the variables—this is the equation of the arbitrary surface; it was combined with the differential equation and, after integration, another equation was obtained containing an arbitrary constant which with the original arbitrary relation was considered the solution. The new equation containing one arbitrary constant represents a family of surfaces; and the combination of the two gives the system of curves which form their intersection. Each of these curves lies on the surface first taken, and so we have an infinite series of curves on this surface. The process therefore gives the system of lines which lie on any surface and which satisfy the differential equation.

158. Now it may happen that the complete system of curves (ii) can be cut orthogonally not merely by one surface but by a family of surfaces; thus, if the system were a series of straight lines all passing through one point, they would be cut orthogonally by any sphere which had that point for centre. In this case, any curve drawn upon an orthogonal surface would cut the system (ii) at right angles, since it is at every point perpendicular to some one of the system; and such a curve would therefore be included in the solution. Hence the general solution must include all curves that can possibly be drawn upon any one of these surfaces; and therefore, if we look upon a surface as the aggregate of all the curves that can be drawn on it, we may say that the surface is included in the system of curves. As the surface is one of a family all the members of which possess the same property, we consider that the equation of this family of surfaces is the solution of the equation; and what has been said shews it to be thereby implied that the equations of every curve that can be drawn upon one of the family constitute a solution.

159. This corresponds exactly with the process applicable to the case for which the equation of condition was satisfied; we there had (§154) an equation $\psi = 0$ and any other arbitrary equation $\chi = 0$, the two representing one curve on each of the surfaces $\psi = 0$; by taking all possible arbitrary equations $\chi = 0$, we obtained all possible curves on the surfaces $\psi = 0$. Thus ultimately the surfaces themselves into the expression of which the form of $\chi$ did not enter.

160. It only remains to shew how the equation of condition is derivable from the geometrical considerations. The arguments are applicable on the supposition that the system of curves, represented by

$$\frac{ds}{\rho} = \{\frac{dy}{\rho}} = \frac{ds}{\rho},$$

can be cut orthogonally. If they can be cut orthogonally, as at any point $A$, the tangent to the particular curve passing through $A$ must coincide with the normal at $A$ to the orthogonal surface.
TOTAL DIFFERENTIAL EQUATIONS

Now the direction cosines of the tangent at \( A \) are proportional to the values of \( P' \), \( Q' \), \( R' \), at \( A \), that is, to \( P, Q, R \); and if
\[
\phi (x', y', z') = C
\]
be the orthogonal surface, the direction cosines of the normal at the point \( x, y, z \) (which is \( A \)) are proportional to \( \frac{\partial \phi}{\partial x'} \frac{\partial \phi}{\partial y'} \frac{\partial \phi}{\partial z'} \); since the direction cosines must be the same for the two lines, we must have
\[
\frac{1}{P} \frac{\partial \phi}{\partial x} = \frac{1}{Q} \frac{\partial \phi}{\partial y} = \frac{1}{R} \frac{\partial \phi}{\partial z}.
\]

Let each of these quantities be equal to \( \mu \) so that
\[
\frac{\partial \phi}{\partial x} = \mu P, \quad \frac{\partial \phi}{\partial y} = \mu Q, \quad \frac{\partial \phi}{\partial z} = \mu R;
\]
the elimination of \( \phi \) and \( \mu \) between these leads (as in § 151) to the equation considered, which is therefore the condition that the system of curves may be cut orthogonally.

CASE OF \( n \) VARIABLES.

161. In what has preceded, only three variables have been supposed to occur; but it is easy to pass to the case when there are more than three. In order that the equation
\[
X_1 dx_1 + X_2 dx_2 + X_3 dx_3 + \ldots + X_n dx_n = 0,
\]
where \( X_1, X_2, \ldots, X_n \), are functions of \( x_1, x_2, \ldots, x_n \), should have a complete integral of the form
\[
\phi (x_1, x_2, \ldots, x_n) = A,
\]
the quantities \( X_\mu \) must be proportional to the partial differential coefficients \( \frac{\partial \phi}{\partial x_\mu} \), so that we may write
\[
vX_\mu = \frac{\partial \phi}{\partial x_\mu},
\]
for all values \( 1, 2, \ldots, n \), of \( \mu \). If now \( \lambda, \mu, \nu \), be three different suffixes, we have
\[
\frac{\partial}{\partial x_\lambda} (vX_\mu) = \frac{\partial^2 \phi}{\partial x_\mu \partial x_\lambda} = \frac{\partial}{\partial x_\mu} (vX_\lambda),
\]
or
\[
v \left( \frac{\partial X_\mu - \partial X_\lambda}{\partial x_\mu - \partial x_\lambda} \right) = X_\lambda \frac{\partial v}{\partial x_\mu} - X_\mu \frac{\partial v}{\partial x_\lambda}.
\]
Similarly
\[
v \left( \frac{\partial X_\lambda - \partial X_\nu}{\partial x_\lambda - \partial x_\nu} \right) = X_\nu \frac{\partial v}{\partial x_\lambda} - X_\lambda \frac{\partial v}{\partial x_\nu},
\]
and
\[
v \left( \frac{\partial X_\nu - \partial X_\mu}{\partial x_\nu - \partial x_\mu} \right) = X_\mu \frac{\partial v}{\partial x_\nu} - X_\nu \frac{\partial v}{\partial x_\mu};
\]
and therefore
\[
X_\nu \left( \frac{\partial X_\mu}{\partial x_\nu} \frac{\partial X_\lambda}{\partial x_\nu} + X_\mu \left( \frac{\partial X_\lambda}{\partial x_\nu} \frac{\partial X_\nu}{\partial x_\nu} + X_\lambda \left( \frac{\partial X_\mu}{\partial x_\nu} \frac{\partial X_\nu}{\partial x_\nu} \right) = 0.
\]

If the set of equations derived from this by all possible combinations of three different suffixes from among \( 1, 2, 3, \ldots, n \), be satisfied, then the differential equation has an integral of the proposed form. The total number of these equations of condition is \( \frac{1}{2} n(n-1)(n-2) \). They are not all independent; for if there be written down the four equations which involve three out of the four quantities \( X_1, X_\mu, X_\nu, X_\rho \), any one of them will be found to be derivable from the other three.

These are the conditions that must be satisfied if the differential equation has a primitive constituted by a single equation.

The converse proposition also is true: when the conditions are satisfied, then the differential equation possesses a primitive of the form
\[
\phi (x_1, x_2, \ldots, x_n) = A.
\]
The proof of this proposition can be effected in stages, each similar to the proof of the corresponding proposition in § 151 for the case of three variables*. It is, however, long; and it will be omitted here.

The truth of the proposition will be assumed.

Ex. Prove that the total number of independent equations of condition is
\[
\frac{1}{2} (n-1)(n-2).
\]

When these equations of condition or the necessarily independent equations are identically satisfied, the primitive, which must therefore exist, can be obtained by an extension of the method

* A proof, arranged rather differently from the proof suggested in the text, is given in the author's Theory of Differential Equations, vol. 1, §§ 7–11.
adopted for equations with three variables. We integrate as if all but two of the variables were constant; and we replace the arbitrary constant by an arbitrary function of all those variables which were supposed constant. The equation so obtained is differentiated with regard to all the variables, and the result is made to agree with the given equation; the conditions necessary for this agreement will serve to determine the arbitrary function which was introduced and so to determine the primitive.

Ex. 1. It is easily verifiable that the coefficients of the differentials in the equation

\[ (2x_1 + x_2^2 + 2x_1 x_2 - x_2) \, dx_1 + 2x_1 x_2 \, dx_2 - x_1 \, dx_2 + x_2^2 \, dx_2 = 0, \]

satisfy the equations of condition which are four in number, three being independent. Following the rule, we assume that only two of the variables may change. These may be taken to be \( x_3 \) and \( x_4 \); the integral derived is

\[ -x_1 x_3 + x_2 x_4 = C = \phi, \]

where \( \phi \) is a function of \( x_1 \) and \( x_2 \). Differentiating this, we have

\[ (2x_1 + 2x_2 x_4) \, dx_1 - x_1 \, dx_3 + x_2 \, dx_4 = d\phi, \]

and a comparison of this with the given equations shows that

\[ -d\phi = (x_1 x_2) \, dx_1 + 2x_1 \, dx_2 + x_2 \, dx_2. \]

We thus have an equation involving three differentials \( d\phi, \, dx_1, \, dx_2 \), instead of four (we should have, in the general case, an equation involving \( n-1 \) differentials instead of \( n \)). The rule is reapplied to this, and the number is again decreased by unity; and so on, until we can obtain a final integral. In the example specially considered, the integral is easily seen to be

\[ \phi = x_1 x_2, \]

where \( \phi \) is now an arbitrary constant; and the primitive is

\[ x_1 x_2 + x_2 x_3 - x_1 x_3 + x_2 x_2 = A. \]

Ex. 2. Show that the following equations have a primitive of the form considered, and obtain it for each of them:

(i) \( yz \, dx + xz \, dy + xz \, dz + xz \, dw = 0; \)

(ii) \( (y + z) \, dx + (z + u + x) \, dy + (u + y + z) \, dz = 0; \)

(iii) \( z (y + z) \, dx + z (u - x) \, dy + y (x + z) \, dz = 0. \)

162. When only some of the equations of condition are satisfied, or when none of them are satisfied, the inference from the preceding analysis is that no single integral equation exists which is equivalent to the differential equation.


163. When there are three variables, we take the total equation in the form

\[ P \, dx + Q \, dy + R \, dz = 0, \]

where we shall assume that the condition of integrability is not now satisfied.

We proceed to find whether it is possible to obtain quantities \( u, \, v, \, w \), functions of the variables \( x, \, y, \, z \), such that we may have

\[ P \, dx + Q \, dy + R \, dz = du + uv \, dw \]

identically. Should it be possible, we must have

\[ P = \frac{\partial u}{\partial x} + v \frac{\partial w}{\partial x}, \quad Q = \frac{\partial u}{\partial y} + v \frac{\partial w}{\partial y}, \quad R = \frac{\partial u}{\partial z} + v \frac{\partial w}{\partial z}; \]

and therefore, writing

\[ P' = \frac{\partial Q}{\partial z} - \frac{\partial R}{\partial y}, \quad Q' = \frac{\partial R}{\partial z} - \frac{\partial P}{\partial y}, \quad R' = \frac{\partial P}{\partial z} - \frac{\partial Q}{\partial y}; \]

we have, on substitution,

\[ P' = \frac{\partial u}{\partial x} \frac{\partial w}{\partial y} - \frac{\partial u}{\partial x} \frac{\partial w}{\partial y}, \quad Q' = \frac{\partial u}{\partial x} \frac{\partial w}{\partial y} - \frac{\partial u}{\partial x} \frac{\partial w}{\partial y}, \quad R' = \frac{\partial u}{\partial x} \frac{\partial w}{\partial y} - \frac{\partial u}{\partial x} \frac{\partial w}{\partial y}. \]


† A full discussion of Pfaff's Problem will be found in the author's Theory of Differential Equations, vol. i., which also contains a discussion of systems of total equations (see Chap. ii., for systems of exact equations; Chap. xiii., for systems of Pfaffian equations).
Suppose now that we take $w$ equal to any function of $\alpha$ and $\beta$, the simpler the better for our purpose; let us choose $w = \alpha$. When we make

$$\alpha(x, y, z) = \alpha, \text{ a constant},$$

which therefore is a relation among the variables, we have

$$P \, dx + Q \, dy + R \, dz = dv,$$

that is, for this relation among the variables, $P \, dx + Q \, dy + R \, dz$ is a perfect differential. Accordingly we use the relation $\alpha(x, y, z) = \alpha$ to remove one of the variables and its differential element, say $z$ and $dz$, from $P \, dx + Q \, dy + R \, dz$; the resulting expression is a perfect differential, say $d\phi(x, y, u)$. In $\phi(x, y, u)$ we insert the variable $z$ and remove the constant $a$ by substituting $a = \alpha(x, y, z)$; and then $\phi(x, y, u)$ becomes $u$.

We thus have $u$ and $w$. The value of $v$ is then given by any one of the equations

$$P - \frac{\partial u}{\partial x} = v \frac{\partial w}{\partial x}, \quad Q - \frac{\partial u}{\partial y} = v \frac{\partial w}{\partial y}, \quad R - \frac{\partial u}{\partial z} = v \frac{\partial w}{\partial z}.$$

Consequently, we can consider the quantities $u$, $v$, $w$, known.

Now our differential equation is

$$P \, dx + Q \, dy + R \, dz = 0;$$

and therefore we have

$$du + v \, dw = 0.$$

Manifestly, there are different kinds of integrals, as follows. First, we can have

$$u = \text{constant}, \quad w = \text{constant}.$$

Again, we can have

$$u = \text{constant}, \quad v = 0.$$

Again, we can have

$$\psi(u, w) = 0, \quad v \frac{\partial \psi}{\partial u} - \frac{\partial \psi}{\partial w} = 0,$$

where $\psi$ is any arbitrary function.

In each case, the integral equivalent of the differential equation consists of two equations; it does not consist of one alone, as is the fact when the condition of integrability is satisfied.
**Examples**

**Ex. 1.** Obtain an integral equivalent of the equation

$$ydx + zdy + xdz = 0.$$ 

Here $P = y, Q = z, R = x, P' = 1, Q' = 1, R' = 1$; the condition of integrability is not satisfied.

The equations

$$\frac{dx}{P'} = \frac{dy}{Q'} = \frac{dz}{R'}$$

become

$$dx = dy = dz,$$

so that we have

$$\alpha = x - y, \quad \beta = y - z.$$ 

According to the rule, we take $w = \alpha$, and we simplify the equation by taking

$$x - y = a.$$ 

Then

$$ydx + zdy + xdz = ydy + zdy + (y + a)dz,$$

and therefore

$$\phi = \frac{1}{2}y^2 + z + az,$$

$$u = \frac{1}{2}y^2 + z + (x - y)z.$$ 

Lastly, we have $v$ given by

$$\frac{P}{a} = \frac{\partial v}{\partial x},$$

that is

$$v = y - z.$$ 

Hence, taking

$$u = \frac{1}{2}y^2 + z, \quad v = y - z, \quad w = x - y,$$

we have

$$ydx + zdy + xdz = du + vdw.$$ 

Integral equivalents of the equation are given as follows:

(i) $u = c, \quad w = \alpha$;

(ii) $u = c, \quad v = 0$;

(iii) $\psi (u, w) = 0, \quad \frac{\partial \psi}{\partial u} - \frac{\partial \psi}{\partial w} = 0$, 

where $\alpha$ and $c$ are arbitrary constants, and $\psi$ is any arbitrary function.

(If it will be noticed that $v = \beta$, thus verifying the earlier remark that $v$ and $w$ satisfy the same equation.)

**Ex. 2.** Obtain integral equivalents of the equation, in Ex. 1, in the form

(i) $\frac{1}{2}x^2 + xy = c, \quad y - z = \alpha$;

(ii) $\frac{1}{2}y^2 + xy = c, \quad x - z = 0$;

(iii) $\psi (u', w') = 0, \quad (z - x)\frac{\partial \psi}{\partial u'} - \frac{\partial \psi}{\partial w'} = 0$,

where $u' = \frac{1}{2}x^2 + xy, \quad w' = y - z$.

**163–164**

**Total Differential Equations**

**Ex. 3.** Obtain integral equivalents of the equations

(i) $zdx + xdy + ydz = 0$;

(ii) $(ay + bx) dx + (x' + bx') dy + (a'x + b'y) dz = 0$,

where the coefficients are constants;

(iii) $y' dx + x' dy + a' dz = 0$;

(iv) $x' dy + y' dx + x' dz = 0$.

164. We have seen that when the condition of integrability is satisfied, so that $PP' + QQ' + RR' = 0$, then $u$ satisfies the same equation as $v$ and $w$.

In that case, each of the quantities $u, v, w$, is (by the later theory of partial differential equations of the first order) a function of $\alpha$ and $\beta$ only, where $\alpha (x, y, z) = \text{constant}$ and $\beta (x, y, z) = \text{constant}$ are two independent integrals of the equations

$$\frac{dx}{P'} = \frac{dy}{Q'} = \frac{dz}{R'}.$$ 

Accordingly, substituting such values for $u, v, w$, in $du + vdw$, we have

$$Pdx + Qdy + Rdz = Ad\alpha + B\beta,$$

where $A$ and $B$ are functions of $\alpha$ and $\beta$ as yet unknown. When $\alpha$ and $\beta$ are supposed known, then $A$ and $B$ can be determined from the equations

$$P = A\frac{\partial \alpha}{\partial x} + B\frac{\partial \beta}{\partial x}, \quad Q = A\frac{\partial \alpha}{\partial y} + B\frac{\partial \beta}{\partial y}, \quad R = A\frac{\partial \alpha}{\partial z} + B\frac{\partial \beta}{\partial z};$$

after being determined, they should be expressed in terms of $\alpha$ and $\beta$ alone.

The integration of the given equation then depends upon the integration of the equation

$$Ad\alpha + B\beta = 0,$$

which is an equation in two variables only.

We thus obtain another method for integrating an equation $Pdx + Qdy + Rdz = 0$ when the condition of integrability is satisfied: viz. we take the two independent integrals

$$\alpha (x, y, z) = \alpha, \quad \beta (x, y, z) = \beta,$$
of the equations
\[ \frac{dx}{\partial Q} - \frac{dy}{\partial R} = \frac{dz}{\partial P} - \frac{dz}{\partial Q}, \]
we express \( Pdx + Qdy + Rdz \) in the form \( A\alpha + B\beta \beta \), where \( A \) and \( B \) are to be expressed as functions of \( \alpha \) and \( \beta \) only; and we integrate the equation
\[ A\alpha + B\beta \beta = 0. \]
Its integral is the integral of the original equation.

Ex. 1. Integrate the equation
\[ E = -zydx + zxdy + y^2dz = 0. \]
We have
\[ P' = x - 2y, \quad Q' = y, \quad R' = -2z. \]
The condition of integrability is satisfied. Two independent integrals of the equations
\[ \frac{dx}{x-2y} = \frac{dy}{y} = \frac{dz}{-2z} \]
are given by
\[ \alpha = y^2z = \text{constant}, \quad \beta = \frac{x}{y} + 2 \log y = \text{constant}. \]
For the quantities \( A \) and \( B \), we have the equations
\[ -2y = B \frac{1}{y}, \quad x = A \cdot 2yz + B \left( -\frac{x}{y} + \frac{y}{z^2} + y \right), \]
that is,
\[ A = 1, \quad B = -a. \]
Hence
\[ E = da - a d\beta = 0, \]
the integral of which is
\[ \beta - \log a = A. \]
Consequently the primitive of the equation is
\[ \frac{x}{y} - \log z = A. \]

Ex. 2. Integrate, in this manner, the equations in Ex. 2, § 152.

165. When there are four variables, we denote them by \( x_1, x_2, x_3, x_4 \); and we write the total equation in the form
\[ \Omega = X_1dx_1 + X_2dx_2 + X_3dx_3 + X_4dx_4 = 0, \]
where \( X_1, X_2, X_3, X_4 \) are functions of all the variables. We first proceed to obtain an equivalent expression for \( \Omega \), such that it shall contain the smallest number of differential elements.

Take three independent functions of all the variables, denoting them by \( y_1, y_2, y_3 \); and express three of the original independent variables, say \( x_1, x_2, x_3 \), in terms of \( y_1, y_2, y_3, x_4 \), so that these now become the independent variables. Making this change, we have \( \Omega \) in the form
\[ \Omega = Y_1dy_1 + Y_2dy_2 + Y_3dy_3 + Y_4dw, \]
where \( Y_1, Y_2, Y_3, Y_4 \), are functions of the variables \( y_1, y_2, y_3, x_4 \). Now the three functions \( y_1, y_2, y_3 \), are at our disposal; and they will be determinable by three conditions or relations. As one of these, we shall require that \( Y_4 = 0 \). As the other two, we shall require that the ratios \( Y_1: Y_2: Y_3 \) are independent of \( x_4 \). Accordingly, we can write
\[ Y_1 = MU_1, \quad Y_2 = MU_2, \quad Y_3 = MU_3, \quad Y_4 = 0, \]
where \( U_1, U_2, U_3 \) are functions of \( y_1, y_2, y_3 \), alone; and we then have
\[ \Omega = M \left( U_1dy_1 + U_2dy_2 + U_3dy_3 \right), \]
where the factor \( M \) is, or may be, a function of \( y_1, y_2, y_3, x_4 \).

Now the quantity
\[ U_1dy_1 + U_2dy_2 + U_3dy_3 \]
is an expression, involving only the three variables \( y_1, y_2, y_3 \); it has exactly the same form as the expression discussed in § 163; and therefore, even in the most general case when no condition holds between the coefficients \( U_1, U_2, U_3 \), it can be represented in the form
\[ U_1dy_1 + U_2dy_2 + U_3dy_3 = du + vdw. \]
But unless the condition of integrability is satisfied, we cannot transform the differential expression into another which contains only one differential element. When this form is substituted in \( \Omega \), we have
\[ \Omega = M (du + vdw) = Mdu + Ndw. \]
From what precedes it is clear that, in general, we could not obtain for \( \Omega \) an expression containing only one differential element; and we therefore regard this form as the reduced equivalent form for \( \Omega \).
The foregoing method of proceeding involves two distinct stages. In the first, $y_1, y_2, y_3, y_4$, are determined. In the second, $u, v, w$, are determined. Instead of carrying out these two stages, we shall accept $M \partial u + N \partial w$ as the type of the reduced form for $\Omega$, and shall obtain $u, w, M, N$, by a different method. Accordingly, we take

$$X_1 dx_1 + X_2 dx_2 + X_3 dx_3 + X_4 dx_4 = \Omega = M \partial u + N \partial w;$$

then writing $\frac{\partial u}{\partial x_1} = u_1$, and so for other derivatives, we have

$$X_r = M u_r + N w_r,$$

for $r = 1, 2, 3, 4$. Now let

$$a_{mn} = \frac{\partial X_m}{\partial x_n} - \frac{\partial X_n}{\partial x_m},$$

for all the combinations $m, n = 1, 2, 3, 4$, so that

$$a_{mn} = 0, \quad a_{mm} = - a_{nn};$$

and let

$$W_1 = X_2 a_{34} + X_3 a_{41} + X_4 a_{12},$$

$$W_2 = X_1 a_{34} + X_3 a_{41} + X_4 a_{12},$$

$$W_3 = X_1 a_{34} + X_2 a_{41} + X_4 a_{12},$$

$$W_4 = X_1 a_{34} + X_2 a_{41} + X_3 a_{12},$$

where obviously

$$W_1 X_1 - W_2 X_2 + W_3 X_3 - W_4 X_4 = 0.$$

We have

$$a_{mn} = \frac{\partial}{\partial x_n} \left( M u_m + N w_m \right) - \frac{\partial}{\partial x_m} \left( M u_n + N w_n \right),$$

$$\frac{\partial M}{\partial x_m} u_m - \frac{\partial M}{\partial x_n} u_n + \frac{\partial N}{\partial x_m} w_m - \frac{\partial N}{\partial x_n} w_n,$$

and therefore, if

$$J_r = M \frac{\partial N}{\partial x_r} - N \frac{\partial M}{\partial x_r},$$

for $r = 1, 2, 3, 4$, we find

$$W_i = \left( M u_i + N w_i \right) a_{i4} + \left( M u_i + N w_i \right) a_{i2} + \left( M u_i + N w_i \right) a_{i3}$$

$$= J_2 (u_2 w_i - u_i w_2) + J_3 (u_3 w_i - u_i w_3) + J_4 (u_4 w_i - u_i w_4).$$

Similarly

$$W_1 = J_1 (u_1 w_4 - u_4 w_1) + J_2 (u_2 w_1 - u_1 w_2) + J_4 (u_4 w_1 - u_1 w_4),$$

$$W_2 = J_1 (u_1 w_2 - u_2 w_1) + J_3 (u_3 w_1 - u_1 w_3) + J_4 (u_4 w_1 - u_1 w_4),$$

$$W_3 = J_1 (u_1 w_3 - u_3 w_1) + J_2 (u_2 w_1 - u_1 w_2) + J_3 (u_3 w_1 - u_1 w_3),$$

It follows immediately that

$$W_1 u_1 - W_2 u_2 + W_3 u_3 - W_4 u_4 = 0,$$

and therefore $u$ and $w$ are two integrals of the partial differential equation

$$W_1 \frac{\partial f}{\partial x_1} - W_2 \frac{\partial f}{\partial x_2} + W_3 \frac{\partial f}{\partial x_3} - W_4 \frac{\partial f}{\partial x_4} = 0.$$

Hence, again (as in § 163) anticipating the results of Chapter IX., we form the equations

$$\frac{dx_1}{W_1} = \frac{dx_2}{W_2} = \frac{dx_3}{W_3} = \frac{dx_4}{W_4},$$

where

$$W_k = X_1 a_{mn} + X_m a_{nk} + X_n a_{mk},$$

$(k, l, m, n = 1, 2, 3, 4, \text{in cyclical order})$, we know that $u =$ constant and $w =$ constant are two integrals of these subsidiary equations.

166. We now can proceed directly to the construction of the reduced form of $\Omega$. We take any integral, the simpler the better, of the subsidiary equations

$$\frac{dx_1}{W_1} = \frac{dx_2}{W_2} = \frac{dx_3}{W_3} = \frac{dx_4}{W_4};$$

let it be

$$u (x_1, x_2, x_3, x_4) = \alpha,$$

where $\alpha$ is a constant. Now

$$\Omega = M \partial u + N \partial w;$$

and therefore, when we postulate the relation $u = \alpha$ among the variables, we have

$$\Omega = N \partial w;$$
that is, the equation \( \Omega = 0 \) is exactly integrable; and its integral, under that relation, is \( w = c \), where \( c \) is a constant. Accordingly, we use the relation

\[ u(x_1, x_2, x_3, x_4) = \phi(x_3, x_4, a) = c; \]

and we then substitute \( u \) for \( a \), obtaining the modified form

\[ w(x_1, x_2, x_3, x_4) = c \]

of the last relation.

With these functions \( u \) and \( w \), the original total equation becomes

\[ \Omega = M dx_1 + N dx_2; \]

and the quantities \( M \) and \( N \) are given by the relations

\[ x_r = \frac{M du_r + N dw_r}{w_r}, \]

for \( r = 1, 2, 3, 4 \). We thus obtain a reduced form for the differential expression \( \Omega \).

167. Integrals of the equation \( \Omega = 0 \) are now obvious. We have several classes as follows:—

(i) \( u = a \), \( w = c \);
(ii) \( u = a \), \( N = 0 \);
(iii) \( M = 0 \), \( w = c \);
(iv) \( M = 0 \), \( N = 0 \);
(v) \( f(u, w) = 0 \), \( M \frac{\partial f}{\partial w} - N \frac{\partial f}{\partial u} = 0 \);

where \( a \) and \( c \) are arbitrary constants, and \( f \) is an arbitrary function.

In each of these cases, the integral equivalent of the single total differential equation in four independent variables consists of two integral equations free from differential elements.

For further developments, references may be made as indicated in § 162.

Ex. 1. Obtain an integral equivalent of the equation

\[ \Omega = x_1 dx_1 + x_2 dx_2 + x_3 dx_3 + x_4 dx_4 = 0. \]

Here

\[ X_1 = \alpha_1, \ X_2 = \alpha_2, \ X_3 = \alpha_3, \ X_4 = \alpha_4, \]

\[ \alpha_{12} = 1, \alpha_{13} = 0, \alpha_{14} = 1, \alpha_{23} = 1, \alpha_{24} = 0, \alpha_{34} = 1; \]

and therefore

\[ W_1 = -x_1 - x_2 = W_3, \ W_2 = -x_3 - x_4 = W_4. \]

One integral of the subsidiary equations

\[ \begin{align*}
&\frac{dx_1}{W_1} = \frac{dx_2}{W_2} = \frac{dx_3}{W_3} = \frac{dx_4}{W_4},
\end{align*} \]

is evidently given by

\[ x_1 - x_3 = \text{constant} \]

so we take

\[ u = x_1 - x_3 = a, \]

and use this relation to modify \( \Omega \). We have

\[ \Omega = x_1 dx_1 + (x_3 + a) dx_3 + x_2 dx_2 + x_4 dx_4 = 0; \]

hence

\[ \phi = x_2 x_4 + x_3 x_2 + x_4 a, \]

and so

\[ w = x_3 x_2 + x_4 x_2. \]

We easily find

\[ M = x_1 - x_3, \ N = 1; \]

and with these values

\[ \Omega = (x_1 - x_3) du + dw. \]

Integrals are given by

(i) \( x_1 - x_3 = \alpha \), \( x_1 x_2 + x_3 x_1 = c \);
(ii) \( x_4 - x_2 = 0 \), \( x_2 x_4 + x_3 x_1 = c \);
(iii) \( f(u, w) = 0 \), \( \frac{\partial f}{\partial u} (x_1 - x_3) + \frac{\partial f}{\partial w} = 0. \)

Ex. 2. Another integral of the subsidiary equations in the preceding example is given by

\( u = x_2 - x_4 = a \).

Obtain the corresponding reduced form for \( \Omega \); and state the corresponding integral equivalents.

Ex. 3. Obtain integral equivalents of the equations:

(i) \( x_1 dx_1 + x_2 dx_2 + x_3 dx_3 + x_4 dx_4 = 0 \);
(ii) \( x_1 dx_1 + x_2 dx_2 + x_3 dx_3 + 2x_4 dx_4 = 0 \);
(iii) \( 2x_1 dx_1 + x_2 dx_2 + 2x_3 dx_3 + x_4 dx_4 = 0 \).
Ex. 4. Show that, if the equation
\[ \Omega = X_1 dx_1 + X_2 dx_2 + X_3 dx_3 + X_4 dx_4 = 0 \]
is reducible to one or other of the following forms, the respective conditions are necessary and sufficient:

(i) if \( \Omega = du \), then \( a_{mn} = 0 \), for \( m, n = 1, 2, 3, 4 \); being six conditions;

(ii) if \( \Omega = Mr \), then \( W_r = 0 \), for \( r = 1, 2, 3, 4 \); being three independent conditions;

(iii) if \( \Omega = Mdw + Ndw \), then \( a_{12}a_{23} + a_{23}a_{34} + a_{14}a_{45} = 0 \); being one condition.

Ex. 5. Show that, in the most general case when no condition is satisfied by the quantities \( X \), and when one reduced form of \( \Omega \) is \( Mdw + Ndw \), the quantities \( U \) and \( W \) for reduction to any similar form are given by
\[ f(U, W, u, w) = 0 \]
\[ \frac{1}{M} \frac{\partial f}{\partial x} = \frac{1}{N} \frac{\partial f}{\partial w} \]
where \( f \) is any function whatever.

Deduce the most general integrals of \( \Omega = 0 \), when one reduced form \( Mdw + Ndw = 0 \) is known.

EQUATIONS OF A DEGREE HIGHER THAN THE FIRST.

168. Equations may arise in which the differentials of the variables occur in a degree higher than the first; into their solution it is not proposed to enter fully but only to indicate a method of proceeding in some cases. The general equation of the second degree may be taken as
\[ Xdx^2 + Ydy^2 + Zdz^2 + 2X'zdydz + 2Y'dzdx + 2Z'dzdy = 0, \]
in which \( X, Y, Z, X', Y', Z' \), are functions of \( x, y, \) and \( z \). If the left-hand side can be resolved into two factors, then the equation may be replaced by two others each of the form
\[ Pdx + Qdy + Rdz = 0, \]
obtained by equating separately to zero the two factors. The solution of either of these, obtained by previous methods, will be a particular solution of the differential equation proposed; and the two general solutions taken together will constitute the complete solution. In the case where each of the linear equations is satisfied, in the sense of the preceding paragraphs, by a single integral of the respective forms
\[ \psi_1(x, y, z) - C_1 = 0, \quad \psi_2(x, y, z) - C_2 = 0, \]
the general solution will, as in § 19, be represented by
\[ \{\psi_1(x, y, z) - C\} \{\psi_2(x, y, z) - C\} = 0 \]

In the case when two separate equations are needed for the solution, each corresponding pair must be looked upon as a solution.

Now the condition that these should be solutions is that the left-hand side of the original equation should be resoluble into factors. The left-hand side is equal to
\[ \frac{1}{Z} [(Zdx + Y'dy + X'dz)^2 - (X' + XZ) dx + (Z' + XZ) dy + (X' + YZ) dz]^2 \]

In order that this may resolve into two factors, we must have
\[ (Y' - XZ)(X' - YZ) - (X' - X'Y')^2 = 0, \]
that is, if
\[ Z(XYZ + 2X'Y'Z' - XX' - YY'Z') = 0; \]
or, since \( Z \) is not zero, we must have
\[ XYZ + 2X'Y'Z' - XX' - YY'Z' = 0. \]

When this condition is satisfied, the general solution is obtained in the foregoing manner.

When this condition is not satisfied, the proposed equation does not admit of a single primitive of the form (A), nor does it admit of a set of separate primitives each given by a pair of equations; but it does in general admit of a solution expressed by a system of simultaneous equations.

Note. Another method of proceeding is indicated by Guldberg*. When the equation of the second degree which has been discussed is satisfied in virtue of a single integral equation, the latter may be regarded as the primitive. This primitive defines \( z \) as a function of \( x \) and \( y \), and is equivalent to
\[ dz = p dx + q dy, \]
where
\[ p = \frac{\partial z}{\partial x}, \quad q = \frac{\partial z}{\partial y}, \]

* Creile, t. xxii. (1890), p. 34.
and therefore this new differential relation is equivalent to the original equation. Consequently, when \( dx \) in the original equation is replaced by the value \( p\,dx + q\,dy \), the result must be satisfied for all values of \( dx \) and \( dy \). Now the result of the substitution is

\[
(X + 2pY' + p^2Z)\,dx^2 + (Y + 2qX' + q^2Z)\,dy^2
+ 2(Z' + pX' + qY' + pqZ)\,dxdy = 0;
\]
as this equation must be satisfied for all values of \( dx \) and \( dy \), we must have

\[
X + 2pY' + p^2Z = 0,
Y + 2qX' + q^2Z = 0,
Z' + pX' + qY' + pqZ = 0.
\]
The first of these gives

\[
(pZ + Y')^2 = Y^2 - XZ;
\]
the second gives

\[
(qZ + X')^2 = X^2 - YZ;
\]
and the third gives

\[
(pZ + Y')(qZ + X') = X'Y' - ZZ'.
\]
Hence

\[
(Y^2 - XZ)(X^2 - YZ) = (X'Y' - ZZ')^2,
\]
which, after removal of the factor \( Z \) from the expanded expression, gives

\[
XYZ + 2X'Y'Z' - XX'Z - YY'Z - ZZ' = 0,
\]
the former condition.

Moreover, we have

\[
pZ + Y' = (Y^2 - XZ)^2,
qZ + X' = (X'Y' - ZZ')(Y^2 - XZ)^{-\frac{1}{2}},
\]
so that

\[
p = \frac{1}{Z}[-Y' + (Y^2 - XZ)^{\frac{1}{2}}],
q = \frac{1}{Z}[-X' + (X'Y' - ZZ')(Y^2 - XZ)^{-\frac{1}{2}}].
\]
In order that

\[
ds = p\,dx + q\,dy
\]
may be represented by a single primitive, we must have

\[
\frac{\partial p}{\partial y} = \frac{\partial q}{\partial x}, \quad \frac{\partial p}{\partial x} + q \frac{\partial p}{\partial x} = \frac{\partial q}{\partial x} + p \frac{\partial q}{\partial x},
\]
according as \( p \) and \( q \) do not, or do, involve \( z \). Substituting the values of \( p \) and \( q \), we obtain a further condition among the coefficients of the original equation.

If it is satisfied for one sign of the radical, but not for both signs, then the primitive is of the form

\[
\psi_1(x, y, z) - C = 0.
\]
If it is satisfied for both signs of the radical, the primitive is of the form

\[
[\psi_1(x, y, z) - C][\psi_3(x, y, z) - C] = 0.
\]

Ex. 1. The equation

\[
x^2\,dx^2 + y^2\,dy^2 - z^2\,dz^2 + 2xy\,dxdy = 0
\]
satisfies the condition; and the equivalent equations are

\[
x\,dxdy + y\,dydz - z\,dzdx = 0,\quad x\,dxdy - y\,dydz = 0,
\]
which lead to the integrals

\[
s^2 + y^2 + z^2 - a_1 = 0,\quad s^2 + y^2 - z^2 - a_2 = 0,
\]
and therefore a general solution will be

\[
(x^2 + y^2 + z^2) - (x^2 + y^2 - z^2) = 0,
\]
i.e.

\[
(x^2 + y^2 - a^2)^2 = s^2,
\]
in which \( a \) is an arbitrary constant.

Ex. 2. Solve

\[
(i)\quad (x^2 + y^2 + z^2)^2 + (x^2 + y^2 + z^2)\,dxdy + (x^2 + y^2 + z^2)\,dzdx = 0;
(ii)\quad x\,dxdy + y\,dydz + z\,dzdx = 0;
(iii)\quad dxdydz = 0;
(iv)\quad |dx, dy, dz| = 0, \text{ where } m \text{ is a constant.}
\]

Ex. 3. Obtain a solution of the equation

\[
a(x - c)\,y\,dx\,dz + b(x - a)\,y\,dx\,dz + c(a - b)\,y\,dz\,dx = 0,
\]
consistent with the equation

\[
a^2 + b^2 + c^2 = 1.
\]
(The former is the differential equation of the lines of curvature upon the surface represented by the latter.)
Equations may therefore be written in the form
\[ f_1(D)x + \phi_1(D)y = T_1 \]
\[ f_2(D)x + \phi_2(D)y = T_2 \]
\[ \text{(I)} \]
where \( f_1, f_2, \phi_1, \phi_2 \) are polynomial functions with constant coefficients, and \( T_1 \) and \( T_2 \) are explicit functions of \( t \) alone, a constant or a zero value not being excluded. Operate on both the sides of the first equation with \( \phi_2(D) \) and on both the sides of the second with \( \phi_1(D) \); then they become
\[ \phi_2(D)f_1(D)x + \phi_2(D)\phi_1(D)y = \phi_2(D)T_1 \]
\[ \phi_1(D)f_2(D)x + \phi_1(D)\phi_2(D)y = \phi_1(D)T_2 \]
\[ \text{(II)} \]
Since the functions \( \phi \) have only constants in their coefficients, it follows that
\[ \phi_1(D)\phi_2(D)y = \phi_1(D)\phi_2(D)y, \]
and therefore the above equations give
\[ [\phi_2(D)f_1(D) - \phi_1(D)f_2(D)]x = \phi_2(D)T_1 - \phi_1(D)T_2 \]
\[ \text{(III)} \]
Now let \( l_1, l_2, m_1, m_2 \) be the indices of the highest differential coefficients in \( f_1, f_2, \phi_1, \phi_2 \), respectively; then the index of the highest differential in \( \phi_2(D)f_1(D) \) is \( m_1 + l_1 \), and in \( \phi_1(D)f_2(D) \) is \( m_2 + l_2 \); of these two numbers let \( n \) denote that which is not less than the other, so that \( n \) is generally* the order of the highest differential coefficient of \( x \) in the linear equation determining \( x \).
To solve it, we adopt the method of Chapter III, applicable to an ordinary single equation; if \( P \) be any value of \( x \) which satisfies the equation (there called the Particular Integral), and \( \lambda_1, \lambda_2, \ldots, \lambda_m \), denote the \( n \) roots of the equation
\[ \phi_2(\lambda)f_1(\lambda) - \phi_1(\lambda)f_2(\lambda) = 0 \]
the complete value of \( x \) is
\[ x = A_1e^{\lambda_1t} + A_2e^{\lambda_2t} + \ldots + A_ne^{\lambda_nt} + P, \]
where \( A_1, A_2, \ldots, A_n \), are arbitrary constants.

Proceed in the same way to eliminate \( x \) from the two fundamental equations, by operating on the first with \( f_1(D) \) and subtracting it from the second after this has been operated upon with \( f_2(D) \); we then have
\[ [\phi_2(D)f_1(D) - \phi_1(D)f_2(D)]y = f_1(D)T_1 - f_2(D)T_2 \]
\[ \text{(III)} \]
* But not universally; see the Note at the end of § 172.
and so, as before for \( x \),
\[
y = B_1 e^{\lambda x} + B_2 e^{\lambda x} + \ldots + B_n e^{\omega x} + Q,
\]
where \( B_1, B_2, \ldots, B_n \) are arbitrary constants, and \( Q \) is the Particular Integral of the differential equation (III).

171. We have, in the expressions for the two dependent variables, two sets of constants arising from the differential equations (II) and (III); they are both composed of arbitrary constants, but we do not know whether they are independent of one another; this dependence may exist and yet the constants may be arbitrary. Thus any one of the constants \( B \) might be a multiple of one of the constants \( A \); the latter being arbitrary, the former would be so also. We therefore must determine the number of independent arbitrary constants. To do this, let the values of \( x \) and \( y \) be substituted in either of the equations (I), say in the first; then the terms arising from \( P \) and \( Q \), which are particular integrals, give on the left-hand side a term \( T_1 \) cancelling with that on the right-hand side. The resulting equation is
\[
\begin{align*}
[A_1 f_1(\lambda) + B_1 \phi_1(\lambda)] e^{\lambda x} + \ldots + [A_n f_1(\lambda) + B_n \phi_1(\lambda)] e^{\lambda x} + \\
+ [A_1 f_2(\lambda) + B_2 \phi_2(\lambda)] e^{\omega x} + \ldots + \\
+ [A_n f_2(\lambda) + B_n \phi_2(\lambda)] e^{\omega x} &= 0.
\end{align*}
\]
Since this is to be satisfied for all values of \( t \), the coefficient of each exponential must be zero, and therefore
\[
\begin{align*}
A_1 f_1(\lambda) + B_1 \phi_1(\lambda) &= 0, \\
A_2 f_1(\lambda) + B_2 \phi_1(\lambda) &= 0, \\
&\cdots, \\
A_n f_1(\lambda) + B_n \phi_1(\lambda) &= 0, \\
A_1 f_2(\lambda) + B_1 \phi_2(\lambda) &= 0, \\
A_2 f_2(\lambda) + B_2 \phi_2(\lambda) &= 0, \\
&\cdots, \\
A_n f_2(\lambda) + B_n \phi_2(\lambda) &= 0,
\end{align*}
\]
so that each constant \( B \) can be derived from each constant \( A \). The number of independent arbitrary constants in the complete solution of the simultaneous equations is therefore \( n \), i.e., the exponent of the highest index in the operator
\[
\phi_n(D) f_1(D) - \phi_n(D) f_2(D).
\]
Hence the solution of the equations (I) is given by the foregoing values of \( x \) and \( y \); the quantities \( \lambda \) occurring in the expressions are the roots of the equation (A); and the relations between the constants are given by equations (B).

172. There is a corresponding theorem that, if there be three dependent variables given by the three equations
\[
\begin{align*}
&f_1(D)x + \phi_1(D)y + \psi_1(D)z = T_1, \\
&f_2(D)x + \phi_2(D)y + \psi_2(D)z = T_2, \\
&f_3(D)x + \phi_3(D)y + \psi_3(D)z = T_3,
\end{align*}
\]
the number of independent arbitrary constants entering into the complete solution is the index of the highest power of \( D \) in the determinant
\[
\begin{vmatrix}
f_1(D) & \phi_1(D) & \psi_1(D) \\
f_2(D) & \phi_2(D) & \psi_2(D) \\
f_3(D) & \phi_3(D) & \psi_3(D)
\end{vmatrix}.
\]
The same result is also true when there are \( n \) dependent variables, given by \( n \) simultaneous linear differential equations having constant coefficients; the number of independent arbitrary constants, which enter into the complete solution, is equal to the index of the highest power of \( D \) in the corresponding determinant.

For a rigorous proof of these statements, reference may be made to a memoir by Chrystal, Trans. R. S. Edin., vol. xxxviii. (1897), pp. 163–178.

Note. It must not be assumed that the number of arbitrary independent constants occurring in the general solution, in accordance with the theorems in the last section and the present, is always at least as great as the order of any one of the equations; the number is strictly equal to the degree of the determinant.

The number of arbitrary constants may even be zero. An example is given by Chrystal, in the form
\[
(D^2 + 1)x + (D^2 + D + 1)y = t, \\
Dx + (D + 1)y = e^t.
\]
The quantity \( \phi_2(D)f_1(D) - \phi_1(D)f_2(D) \) here is unity; and the solution is given by
\[
x = 1 + t - 3e^t, \\
y = 2e^t - 1.
\]

173. If the roots of the equation (A) which give the coefficients of \( t \) in the exponents be real and unequal, the solution given above is complete. It remains to consider the cases
(i) when there is a pair of imaginary roots;
(ii) when there is a pair of equal real roots;
the case of equal imaginary roots will follow from a combination of these two.

For the former, the solution obtained remains general; but often it is desirable to change the form so that it may be free from imaginary quantities. The two imaginary roots, say \( \lambda_1 \) and \( \lambda_2 \), may be denoted by \( a \pm \beta i \); hence the corresponding part of \( x \) is

\[ e^{at} (A_1 e^{\beta t} + A_2 e^{-\beta t}), \]

that is,

\[ e^{at} (L_1 \cos \beta t + L_2 \sin \beta t), \]

on changing the arbitrary constants as in § 44. The part of \( y \) corresponding to the two imaginary roots is similarly

\[ e^{at} (M_1 \cos \beta t + M_2 \sin \beta t). \]

Instead of making the necessary changes in the relations between \( A \) and \( B \), it is better to substitute again these expressions in one or other of the fundamental equations and derive the corresponding relations as before.

For the latter case, the solution obtained ceases to be general because two constants, say \( A_1 \) and \( A_2 \), become merged into one; but it may be proved, exactly as in § 44, that the part of \( x \) depending upon this repeated root \( \lambda \) is

\[ e^{\alpha t} (A + A' t), \]

and the part of \( y \) is

\[ e^{\alpha t} (B + B' t). \]

**Ex. 1.** Prove that in the latter case the relations between the four constants, reducing them to two independent constants, are

\[ A' f_1 (\lambda) + B' f_2 (\lambda) = 0, \]

\[ A f_1 (\lambda) + B f_2 (\lambda) + A' \frac{df_1 (\lambda)}{d\lambda} + B' \frac{df_2 (\lambda)}{d\lambda} = 0. \]

**Ex. 2.** If an imaginary root \( a \pm \beta i \) be repeated, write down the corresponding parts of the complementary functions in \( x \) and \( y \).

174. It may happen that the question, in connection with which the differential equations arise, will afford some indication of the form of the result. Thus in a problem relating to small oscillations, we should expect the values of the dependent variables to be expressed in terms of purely periodic functions; and it would then be proper to substitute for \( x \) and \( y \) respectively functions of the form

\[ L_1 \cos \beta t + L_2 \sin \beta t, \]

\[ M_1 \cos \beta t + M_2 \sin \beta t, \]

instead of \( e^{\alpha t} \) in the equations (II) and (III). By equating to zero the coefficients of \( \cos \beta t \) and of \( \sin \beta t \) in each equation after these values have been substituted, there will arise four equations linear and homogeneous in the quantities \( L \) and \( M \); and the eliminants of these will furnish the values of \( \beta \). If on the other hand the problem indicate a motion not purely periodic in character, the form of value for \( x \) adopted would be

\[ e^{\alpha t} (L_1 \cos \beta t + L_2 \sin \beta t), \]

and so for \( y \). If there be no external information as to the character of the motion, then the ordinary method should be adopted.

**Ex. 1.** Solve the equations

\[ \frac{dx}{dt} = -\omega y, \]

\[ \frac{dy}{dt} = \omega x. \]

Here we have

\[ D x + \omega y = 0 \]

\[ -\omega x + D y = 0; \]

and therefore the equation for \( x \) is

\[ (D^2 + \omega^2) x = 0, \]

so that

\[ x = A \cos \omega t + B \sin \omega t. \]

Similarly

\[ y = A' \cos \omega t + B' \sin \omega t. \]

The relations between \( A, B, A', B' \), are at once derived by substituting in the first equation; we have

\[ -\omega A \sin \omega t + \omega B \cos \omega t = -\omega A' \cos \omega t - \omega B' \sin \omega t, \]

or

\[ A' = -B, \quad B' = A. \]

The shortest method would have been to use the first equation to give \( y \) in terms of \( x \), so that

\[ y = \frac{1}{\omega} \frac{dx}{dt} \]

\[ = A \sin \omega t - B \cos \omega t. \]

This method is however applicable only in particular cases.
Ex. 2. Solve the equations
\[
\begin{align*}
\frac{dx}{dt} - \alpha \frac{dy}{dt} + \mu^2 x &= 0, \\
\frac{dy}{dt} + \alpha \frac{dx}{dt} + \mu^2 y &= 0.
\end{align*}
\]

When we collect the terms which belong to the separate variables, the equations are
\[
\begin{align*}
(D^2 + \mu^2) x - \alpha D y &= 0, \\
\alpha D x + (D^2 + \mu^2) y &= 0.
\end{align*}
\]

Here the equation for \( x \) is
\[
(D^2 + \mu^2 + \alpha^2 D^2) x = 0,
\]
and the value of \( x \) is
\[
x = L_1 \cos \beta_1 t + L_2 \sin \beta_1 t + L_3 \cos \beta_2 t + L_4 \sin \beta_2 t,
\]
where \( \beta_1, \beta_2 \) are the roots of the equation
\[
(\mu^2 - \rho^2 - \alpha^2) \rho = 0,
\]
and the value of \( y \) is
\[
y = M_1 \sin \beta_1 t - M_2 \cos \beta_1 t + M_3 \sin \beta_2 t - M_4 \cos \beta_2 t.
\]

It is easy to prove that the relation between the constants is
\[
\frac{L_1}{M_1} = \frac{L_2}{M_2} = \frac{L_3}{M_3} = \frac{L_4}{M_4} = 1.
\]

Ex. 3. Prove that the solution of the equations in the preceding example can be expressed in the form
\[
x = A \sin \{\mu^2 (t - t_1)\} + B \cos \{\mu^2 (t - t_2)\},
\]
\[
y = A \cos \{\mu^2 (t - t_1)\} + B \sin \{\mu^2 (t - t_2)\},
\]
where \( A, B, t_1, t_2 \) are arbitrary constants, and \( \alpha \) is defined by the relation
\[
2\mu \sinh \alpha = a.
\]

Ex. 4. Solve
\[
\begin{align*}
\frac{dx}{dt} &= ax + by + c, \\
\frac{dy}{dt} &= \alpha x + \beta y + \gamma.
\end{align*}
\]

They might be solved by adopting the ordinary rule; the following is another method applicable to this form.

Multiply the second equation by \( m \) and add to the first; then
\[
\begin{align*}
\frac{d}{dt} (x + my) &= (a + ma') y + b + mb' + c + mc' \\
&= (a + ma') (x + my) + c + mc',
\end{align*}
\]
provided \( m \) be so chosen that
\[
b + mb' = m (a + ma'),
\]
that is, if \( m \) be a root of the equation
\[
m^2 a' + (a - b') m - b = 0.
\]

The foregoing differential equation, being
\[
\frac{d}{dt} (x + my) + c + mc' = dt,
\]
has an integral
\[
(a + ma') (x + my) + c + mc' = Ae^{(a + ma') t},
\]
where \( A_1 \) and \( A_2 \) are arbitrary constants. These two equations constitute the complete solution of the given pair of simultaneous equations when the roots of the quadratic are unequal.

To discuss the case, when the roots of the quadratic are equal, we write
\[
m_2 = m_1 + \epsilon,
\]
and keep \( \epsilon \) small; and we take
\[
A_2 = A_1 + \epsilon A_3.
\]

The second equation then gives
\[
(a + m_1 a') (x + m_1 y) + c_1 + m_1 c' + \epsilon c' = (A_1 + \epsilon A_3) e^{(a + ma') t},
\]
when we expand in powers of \( \epsilon \), the terms in \( \epsilon^0 \) cancel, owing to the first equation. We then divide out by a factor \( \epsilon \) and, after division, we make \( \epsilon \) vanish; then
\[
\alpha' (x + m_1 y) + (a + m_1 a') y + c' = (A_1 + \epsilon A_3) e^{(a + ma') t},
\]
which is to be associated with
\[
(a + m_1 a') (x + m_1 y) + c_1 + m_1 c' = A_3 e^{(a + m_1 a') t}.
\]
These two equations constitute the complete solution in the present case.

Ex. 5. Solve, in the same way as the last example, the equations
\[
\begin{align*}
\frac{dx}{dt} &= ax + by, \\
\frac{dy}{dt} &= \alpha' x + \beta' y.
\end{align*}
\]
Ex. 6. Solve the following equations:

(i) \( \frac{dx}{dt} + 7x - y = 0, \quad \frac{dy}{dt} + 2x + 5y = 0; \)

(ii) \( \frac{dx}{dt} + 5x + y = e^t, \quad \frac{dy}{dt} + 3y - x = e^{2t}; \)

(iii) \( 4 \frac{dx}{dt} + 9 \frac{dy}{dt} + 44x + 49y = 4, \quad 3 \frac{dx}{dt} + 7 \frac{dy}{dt} + 34x + 38y = e^t; \)

(iv) \( 4 \frac{dx}{dt} + 6 \frac{dy}{dt} + 11x + 31y = e^t, \quad 3 \frac{dx}{dt} + 7 \frac{dy}{dt} + 8x + 24y = e^{2t}; \)

(v) \( 4 \frac{dx}{dt} + 9 \frac{dy}{dt} + 2x + 31y = e^t, \quad 3 \frac{dx}{dt} + 7 \frac{dy}{dt} + x + 24y = 3; \)

(vi) \( \frac{dx}{dt} + m^2 y = 0, \quad \frac{dy}{dt} - m^2 x = 0; \)

(vii) \( \frac{dx}{dt} - 3x - 4y + 3 = 0, \quad \frac{dy}{dt} + x + y + 5 = 0. \)

**Simultaneous Equations with Variable Coefficients.**

175. It will be assumed, as before, that there is only one independent variable, and that therefore the coexistence of \( m \) simultaneous equations should suffice to determine the relations between the \( m \) dependent variables and of which each is a function.

Further, it will be sufficient to consider systems of simultaneous equations which are only of the first order; for, to these, any other system can be reduced. Thus if into any one of a given system a differential coefficient of the \( n \)th order should enter, such as \( \frac{d^m y}{dx^m} \), we could obtain an equivalent series of equations of the first order by making the substitutions

\[
y_1 = \frac{dy}{dx}, \quad y_2 = \frac{dy_1}{dx}, \quad y_3 = \frac{dy_2}{dx}, \quad \ldots, \quad y_m = \frac{dy_{m-1}}{dx},
\]

which are all of the order stated; and the corresponding substitutions for all differential coefficients of order higher than unity will transform any system of simultaneous equations of any order into an equivalent system of equations of the first order. If there be \( m \) dependent variables, this system must contain \( m \) equations each of the form

\[
\psi \left( x, y_1, y_2, \ldots, y_m, \frac{dy_1}{dx}, \frac{dy_2}{dx}, \ldots, \frac{dy_m}{dx} \right) = 0.
\]

176. The solution of this system of equations can be made to depend upon the solution of a single differential equation of the \( m \)th order connecting one of the dependent variables with the independent variable.

For let the \( m \) equations be solved so as to give the \( m \) differential coefficients as explicit functions of the variables; and suppose these relations to be

\[
\frac{dy_1}{dx} = \psi_1 (x, y_1, y_2, \ldots, y_m),
\]

\[
\frac{dy_2}{dx} = \psi_2 (x, y_1, y_2, \ldots, y_m),
\]

\[
\ldots...
\]

\[
\frac{dy_m}{dx} = \psi_m (x, y_1, y_2, \ldots, y_m).
\]

Let the first of these be differentiated \( m - 1 \) times in succession with regard to \( x \) and, after each differentiation but before the next, let the values of \( \frac{dy_2}{dx}, \ldots, \frac{dy_m}{dx} \) be substituted from the last \( m - 1 \) of these equations. There will thus be obtained, including the first equation, \( m \) equations connecting

\[
\frac{d^2 y_1}{dx^2}, \quad \frac{d^2 y_2}{dx^2}, \quad \ldots, \quad \frac{d^2 y_m}{dx^2},
\]

with the variables \( x, y_1, y_2, \ldots, y_m \); from these \( m \) equations let the \( m - 1 \) variables \( y_2, y_3, \ldots, y_m \) be eliminated, so that there will result a single equation which may be represented by

\[
f (x, y_1, \frac{dy_1}{dx}, \frac{d^2 y_1}{dx^2}, \ldots, \frac{d^m y_1}{dx^m}) = 0.
\]

This equation, being of the \( m \)th order, has (§ 8) \( m \) independent first integrals each involving one arbitrary constant, all the \( m \)
constants being independent of one another; these integrals we may represent by the equations

\[ F_1 \left( x, y_1, \frac{dy_1}{dx}, \ldots, \frac{d^{m-1}y_1}{dx^{m-1}}, C_1 \right) = 0 \]

\[ F_2 \left( x, y_1, \frac{dy_1}{dx}, \ldots, \frac{d^{m-1}y_1}{dx^{m-1}}, C_2 \right) = 0 \]

\[ \ldots \ldots \ldots \ldots \ldots \ldots \ldots \]

\[ F_m \left( x, y_1, \frac{dy_1}{dx}, \ldots, \frac{d^{m-1}y_1}{dx^{m-1}}, C_m \right) = 0 \]

in which the constants \( C \) are independent. But from the preceding equations we know the values of the differential coefficients of \( y_1 \) in terms of all the variables; when these are substituted in the set of equations \( F \), the latter take the form

\[ \Phi_1 \left( x, y_1, y_2, \ldots, y_m, C_1 \right) = 0 \]

\[ \Phi_2 \left( x, y_1, y_2, \ldots, y_m, C_2 \right) = 0 \]

\[ \ldots \ldots \ldots \ldots \ldots \ldots \ldots \]

\[ \Phi_m \left( x, y_1, y_2, \ldots, y_m, C_m \right) = 0 \]

which are sufficient to determine each of the variables \( y \) as a function of \( x \); they are an integral system and contain \( m \) arbitrary constants.

Hence we have as the general result:

The complete solution of a system of \( m \) differential equations of the first order between \( m+1 \) variables depends on that of an ordinary differential equation of the \( m \)th order and consists of \( m \) equations, connecting the \( m+1 \) variables and containing \( m \) independent arbitrary constants.

The foregoing is the general theory; but, in particular cases, simplifications arise enabling much of the labour indicated in the general theory to be dispensed with. Thus, if the equations consist of a set each of which is linear in the derivatives, it may happen that an integral of each equation of the form

\[ P_1 dx + P_1 dy_1 + P_2 dy_2 + \ldots + P_m dy_m = 0 \]

can be obtained in the form

\[ \phi (x, y_1, y_2, \ldots, y_m) = C, \]

and the long process would not need to be gone through. Again, instead of determining the \( m \) independent first integrals, it would be sufficient to determine the primitive of the ordinary equation of the \( m \)th order; for from it could be derived other \( m-1 \) equations in which the values of the differential coefficients could be substituted, and an equivalent result would be so deduced. Again, in the case when the equations are all linear, we can solve them to obtain the ratios of the \( m+1 \) differentials in the form

\[ \frac{dx}{X} = \frac{dy_1}{Y_1} = \frac{dy_2}{Y_2} = \ldots = \frac{dy_m}{Y_m}, \]

which might be called the symmetrical form; the mode of treatment for these will sometimes (depending upon the form of the denominators in these fractions) differ very materially from, and be much more convenient than, the general process. Examples illustrative of this statement will be found appended.

Ex. 1. The general method can be avoided, if integrals of all but one equation can be obtained and, \( \text{ad } \text{fortiori} \), if all the integrals can be obtained. Thus the equations

\[ (l \cdot dx + m \cdot dy + n \cdot dz = 0, \]

\[ x \cdot dx + y \cdot dy + z \cdot dz = 0, \]

lead at once to the integrals

\[ lx + my + nz = c_1, \quad x^2 + y^2 + z^2 = c_2, \]

which determine \( y \) and \( z \) in terms of \( x \).

Ex. 2. Solve

\[ \begin{cases} \frac{dx}{dx} = (l - 2x) \cdot dt, \\ \frac{dy}{dt} = (lx + ty + 2z - t) \cdot dt. \end{cases} \]

\[ \begin{cases} \frac{dx}{dt} + \frac{2 \cdot dx}{dt} + tz = 0, \\ \frac{dy}{dt} + t \cdot y = \frac{dx}{dt}. \end{cases} \]

Ex. 3. Solve

\[ \frac{dx}{X} = \frac{dy}{Y} = \frac{dz}{Z}, \]

where

\[ X = ax + by + cz + d \]

\[ Y = ax + by + cz + d', \]

\[ Z = ax + by + cz + d''. \]

In equations of this form, it is convenient to introduce some new independent variable and to make all those variables, which already occur in the
equations given, functions of this new variable. Calling the latter \( t \) we may assume, as an advantageous form,

\[
\frac{dt}{t} = \frac{dx}{x} + \frac{dy}{y} + \frac{dz}{z}
\]

provided \( l, m, n, \lambda \), be so chosen that

\[
\begin{align*}
ad + a'm + a'n &= \lambda l \\
b'd + b'm + b'n &= \lambda m \\
cl + c'm + c'n &= \lambda n
\end{align*}
\]

the value of \( \alpha \) is

\[
l'd + m'd + n'd.
\]

Eliminating \( l, m, n \), between these three equations, we have

\[
\begin{align*}
a - \lambda, & \quad a', & \quad a'' = 0, \\
b, & \quad b' - \lambda, & \quad b'' \\
c, & \quad c', & \quad c'' - \lambda
\end{align*}
\]

a cubic equation determining \( \lambda \); let its roots be \( \lambda_1, \lambda_2, \lambda_3 \). When \( \lambda_1 \) is substituted in any two of the foregoing equations, the ratios of \( t : m : n \) can be derived; let them be denoted by \( t_1 : m_1 : n_1 \), and suppose the corresponding value of \( \alpha \) to be \( \alpha_1 \); with similar expressions for the other values of \( \lambda \). Then for the value \( \lambda_1 \), we have

\[
\frac{dt}{t} = \frac{l_1dx + m_1dy + n_1dz}{l_1(x + m_1y + n_1z) + r_1},
\]

the integral of which is

\[
c_1t = (l_1x + m_1y + n_1z + r_1\lambda_1^{-1})\lambda_1^{-1}.
\]

Similarly

\[
c_2t = (l_2x + m_2y + n_2z + r_2\lambda_2^{-1})\lambda_2^{-1},
\]

and

\[
c_3t = (l_3x + m_3y + n_3z + r_3\lambda_3^{-1})\lambda_3^{-1}.
\]

In order to obtain the general solution of the system of equations as given, we must eliminate \( t \) between these equations; when we write \( c_1 = A_0 = B_0 \), where \( A \) and \( B \) are arbitrary constants, the general integral as required is given by the equations

\[
\begin{align*}
(l_1x + m_1y + n_1z + r_1\lambda_1^{-1})\lambda_1^{-1} &= A (l_2x + m_2y + n_2z + r_2\lambda_2^{-1})\lambda_2^{-1} \\
(l_3x + m_3y + n_3z + r_3\lambda_3^{-1})\lambda_3^{-1} &= B (l_2x + m_2y + n_2z + r_2\lambda_2^{-1})\lambda_2^{-1}.
\end{align*}
\]

**Ex. 4.** Solve in this manner the equations

\[
\begin{align*}
-\frac{dx}{3y + 2z} &= \frac{dy}{2y + 5z} = \frac{dz}{2y + 3z}.
\end{align*}
\]

**Ex. 5.** This method may also be applied to solve certain systems of equations in which the variables do not occur so simply as in Ex. 3. Thus let us consider

\[
\begin{align*}
\frac{dx}{dt} + T(x + ay) &= T_1 \\
\frac{dy}{dt} + T(y + bx) &= T_2,
\end{align*}
\]

where \( T, T_1, T_2 \), are functions of \( t \). Multiplying the second equation by \( l \) and adding it to the first, we have

\[
d \frac{dx}{dt} = (x + ay) + \lambda T(x + ay) = (x + ay) + T_1 + T_2,
\]

provided \( l \) and \( \lambda \) are determined so as to satisfy the equations

\[
\begin{align*}
ax + ly &= \lambda_1, \\
bx + ly &= \lambda_2, \\
\alpha b &= \lambda_3,
\end{align*}
\]

so that the values of \( \lambda \) are \( \lambda_1 \) and \( \lambda_2 \), the two roots of

\[
(a - \lambda)(\beta - \lambda) - \alpha \beta b = 0.
\]

The integral of the foregoing equation being

\[
(x + ay)\sqrt{\frac{dx}{dt}} = A + [(T_1 + T_2) + T(x + ay)] dt,
\]

the complete solution of the original equations is given by

\[
\begin{align*}
(x + ay) e^{\int\frac{dx}{dt}} &= A_1 + [(T_1 + T_2) + T(x + ay)] e^{\int\frac{dx}{dt}} dt, \\
(x + ay) e^{\int\frac{dx}{dt}} &= A_2 + [(T_1 + T_2) e^{\int\frac{dx}{dt}} dt, \\
(x + ay) e^{\int\frac{dx}{dt}} &= A_3 + [(T_1 + T_2) e^{\int\frac{dx}{dt}} dt.
\end{align*}
\]

**Ex. 6.** Solve the systems of equations

\[
\begin{align*}
(a) \quad &\frac{dx}{dt} + \frac{2}{t} (x - y) = 1, \\
(b) \quad &\frac{dy}{dt} + \frac{1}{t} (x + by) = t, \\
(c) \quad &\frac{dx}{dt} = mn (y - z), \\
(d) \quad &\frac{dy}{dt} = nt (z - x), \\
(e) \quad &\frac{dz}{dt} = m(x - y),
\end{align*}
\]

\[
\begin{align*}
(f) \quad &\frac{dx}{dt} = nx - my, \\
(g) \quad &\frac{dy}{dt} = mx - ly.
\end{align*}
\]
Jacobi's Multipliers.

177. At the end of § 176, reference was made to a system of \( m \) differential equations of the first order and the first degree, arising in the form

\[
\frac{dx}{X} = \frac{dy_1}{Y_1} = \frac{dy_2}{Y_2} = \ldots = \frac{dy_m}{Y_m},
\]

where all the quantities \( X, Y_1, Y_2, \ldots, Y_m \), are functions of \( a, y_1, y_2, \ldots, y_m \). Many investigations of general properties of the integrals of the equation have been made; among these, one of the most important is what is known as the theory of the last multiplier. Only the simplest cases will be considered here; reference to other sources must be made if fuller discussion is desired*.

Consider the equations

\[
\frac{dx}{X} = \frac{dy}{Y} = \frac{dz}{Z},
\]

where each of the quantities \( X, Y, Z \), is a function of \( x, y, z \); and let their integrals be denoted by

\[
f(x, y, z) = u, \quad g(x, y, z) = v.
\]

Then any relation of the form

\[
F(f, g) = c
\]

is also an integral. Moreover, the equations

\[
f_u dx + f_y dy + f_z dz = 0,
\]

\[
g_u dx + g_y dy + g_z dz = 0,
\]

are satisfied in virtue of the given equations; so that

\[
x f_u + y f_y + z f_z = 0,
\]

\[
x g_u + y g_y + z g_z = 0.
\]

* The theory is originally due to Jacobi; his fullest exposition is given in a memoir, Ges. Werke, t. iv. pp. 819—509, and a simpler exposition is given in his Vorlesungen über Dynamik, pp. 71 et seq. Cayley's memoir, Coll. Math. Papers, vol. x. pp. 98—133, may also be consulted.
must be satisfied. It cannot be in virtue of \( f = a \) or \( g = b \) that the equation is satisfied, for \( a \) and \( b \) do not occur; hence the equation must be satisfied identically, and therefore (§ 9) there must be a functional relation between \( M + N, f, g \), free from all variables. Hence

\[
\frac{M}{N} = F(f, g) = F(a, b) = c,
\]

say, so that \( \frac{M}{N} \) is an integral of the original differential equations.

In other words, when two solutions of the equation \( E(M) = 0 \) are known, these solutions not being constant multiples of one another, their quotient equated to an arbitrary constant is an integral of the original system.

Quantities, such as \( M \) and \( N \), are called multipliers.

One or two corollaries are practically obvious: they will be stated without proof.

I. If one multiplier \( M \) is known, then every other multiplier is of the form \( K \frac{M}{M} \).

II. If three multipliers \( L, M, N \), are known, such that \( L + M + N \) are not pure constants, and such also that \( L + M + N \) and \( L + M \) are not connected by any functional relation involving only pure constants, then

\[
\frac{L}{N} = a, \quad \frac{M}{N} = b,
\]

can be taken as integrals of the original differential equations.

III. If

\[
\frac{\partial X}{\partial x} + \frac{\partial Y}{\partial y} + \frac{\partial Z}{\partial z} = 0,
\]

then one multiplier is known: we can take \( M = 1 \), so far as the equation \( E(M) = 0 \) is concerned.

The importance of the multiplier lies in the property that, when one integral of the equations has been obtained and when any multiplier is known, another integral can be obtained by quadratures only.

Let the integral which has been obtained be

\[
f(x, y, z) = a;
\]

let \( M \) be any known multiplier; and let the other integral, as yet unknown, which would be associated with \( f = a \) to give the multiplier \( M \), be

\[
g(x, y, z) = b.
\]

By means of \( f(x, y, z) = a \), let one of the variables (say \( z \)) be expressed in terms of \( a \) and the other two variables; and let the value thus formed be supposed substituted in the other integral, with the result

\[
G(x, y, a) = b.
\]

Now

\[
g_x = \frac{\partial G}{\partial x} + \frac{\partial G}{\partial a} f_x,
\]

\[
g_y = \frac{\partial G}{\partial y} + \frac{\partial G}{\partial a} f_y,
\]

\[
g_z = \frac{\partial G}{\partial a} f_z,
\]

and therefore

\[
Mx = \left| \begin{array}{cc} f_x & f_z \\ g_y & g_z \end{array} \right| = -\frac{\partial G}{\partial y} f_z,
\]

\[
M_y = \left| \begin{array}{cc} f_z & f_x \\ g_z & g_x \end{array} \right| = \frac{\partial G}{\partial x} f_z.
\]

Now

\[
dG = \frac{\partial G}{\partial x} dx + \frac{\partial G}{\partial y} dy,
\]

where \( dG \) is a perfect differential: substituting on the right-hand side, we have

\[
dG = \frac{M}{f_z} (Y dx - X dy).
\]

The left-hand side, regarded as a function of \( x, y, \) and the constant \( a \), is a perfect differential; hence, when the quantities on the right-hand side (all of which are known) are expressed in terms of \( x, y, a \), the expression is a perfect differential. Effecting the quadrature, we have

\[
G(x, y, a) = \int_{f_z}^{M} (Y dx - X dy).
\]
The quadrature thus gives us $G(x, y, a)$. When the quantity $a$ is replaced by $f(x, y, z)$, we have the second integral in the form

$$g(x, y, z) = b.$$ 

**Ex. 1.** Consider the equations

$$\frac{dx}{x(y-z)} = \frac{dy}{y(z-x)} = \frac{dz}{z(x-y)}.$$ 

Here, we have

$$\frac{\partial X}{\partial x} \frac{\partial Y}{\partial y} \frac{\partial Z}{\partial z} = 0;$$

hence we can take unity as a multiplier. Also $x + y + z = a$ is clearly an integral, so that

$$f = x + y + z,$$

and $f_z = 1$. To obtain another, we have to replace $z$ by $a - x - y$ in

$$\int (Y \, dx - X \, dy)$$

and effect the quadrature: that is, we have

$$\int (y(a - 2x - y) \, dx - x(x + 2y - a) \, dy) = axy - x^2y - y^2 = xy(a - x - y).$$

The other integral, by our theorem, therefore is

$$xyz = b.$$

**Ex. 2.** Integrate the equations:

(i) $\frac{dx}{x(y^2 - z^2)} = \frac{dy}{y(z^2 - x^2)} = \frac{dz}{z(x^2 - y^2)}$;

(ii) $\frac{dx}{x(y^2 - z^2)} = \frac{dy}{y(z^2 + x^2)} = \frac{dz}{z(x^2 + y^2)}$;

(iii) $\frac{-dx}{x(x+y)} = \frac{dy}{y(x+y)} = -\frac{(x+y)(2x+2y+z)}{(y^2+z^2)}$;

(iv) $\frac{dx}{y^2 + yz + z^2} = \frac{dy}{x^2 + xz + z^2} = \frac{dz}{x^2 + xy + y^2}$.

**Ex. 3.** The method can be applied to a differential equation of the second order

$$\frac{dy}{dx} = h(x, y),$$

when a first integral is known.

---
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We have

$$\frac{dx}{1} = \frac{dy}{p} = \frac{dp}{h},$$

where $p = \frac{dy}{dx}$; so that an instance of the general system arises when we take

$$z = p, \quad X = 1, \quad Y = p = z, \quad Z = h(x, y).$$

Thus

$$\frac{\partial X}{\partial x} + \frac{\partial Y}{\partial y} + \frac{\partial Z}{\partial z} = 0;$$

and so unity can be taken as the value of $M$.

Let the first integral, supposed known, be

$$f(x, y, p) = a;$$

and let this be supposed resolved to give

$$p = \psi(x, y, a).$$

Then the general theorem shows that another integral is given by

$$\int \frac{dy - \psi \, dx}{\frac{dy}{dp}} = b.$$ 

**Ex. 4.** Consider the equation

$$yy'' - \frac{3}{2} y'^2 = f(x),$$

where $f(x) = ax^2 + 2bx + y$.

Writing $y' = z$, we have

$$\frac{dx}{1} = \frac{dy}{z} = \frac{dz}{y(z^2 + y^2)}.$$ 

The equation for $M$ is

$$\frac{\partial M}{\partial x} + \frac{\partial M}{\partial y} + \frac{1}{y} (f + \frac{3}{2} z^2) \frac{\partial M}{\partial z} + M \frac{z}{y} = 0,$$

of which an integral manifestly is

$$M = y - \frac{z}{y}.$$ 

If then we can obtain a first integral of the original equation, the primitive will be derivable by a quadrature.

Now

$$yy'' - \frac{3}{2} y'^2 = f(x),$$

$$yy'' - \frac{1}{2} y'y' = f'(x),$$

$$yy'' - \frac{3}{2} y'y' = f''(x),$$

$$yy'' - \frac{3}{2} y'y' = f'''(x),$$

$$yy'' + \frac{3}{2} y'y' = 0,$$
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because $f''(x)=0$. From the last we have

$$y^r + \frac{3}{2} y^g = 0,$$

and so

$$y^r y^g = a.$$

Eliminating $y^r$, $y^g$, $y^g$ between the last equation and the three above, we find

$$2y'f-3y'f''=3(\Delta y^2-4f^2-\lambda y^g f)^{\frac{1}{2}}$$

where

$$\Delta = f''^2-2f'f''' = 4(\beta^2 - \alpha y).$$

Accordingly, we have a first integral of the equation in the form

$$p = y' = \frac{3}{2} y + \frac{3}{2} (\Delta y^2-4f^2-\lambda y^g f)^{\frac{1}{2}}$$

$$= \frac{3}{2} f' y + \frac{3}{2} R.$$

To apply the theorem, we need $\frac{\partial \alpha}{\partial p}$: we find

$$\frac{\partial \alpha}{\partial p} = -12 R y^{-\frac{3}{2}}.$$

The integral, being

$$\int \frac{M}{\partial a} (p dx - dy) = b,$$

becomes

$$12 R (dy - p dx) = b;$$

or multiplying up by $-8$, we have

$$\int \frac{dx}{f} + \left[ \frac{f' y dx - \frac{3}{2} dy}{R} \right] = -8 b.$$

To effect the last quadrature, write

$$y = \left( \frac{a}{u} \right)^{\frac{3}{2}};$$

then

$$\frac{3}{2} dy - f' y dx = - \frac{R}{u} du,$$

so that the equation

$$\int \frac{dx}{f} + \int \frac{du}{u (\Delta - \frac{1}{2} au - w)^{\frac{1}{2}}} = c$$

gives the primitive.
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Ex. 5. A first integral of the equation

$$\frac{dy}{dx} = 1 + 2 \tan^2 x$$

is of the form

$$\frac{dy}{dx} = y \phi(x) + \psi(x).$$

Determine the primitive and compare the result, obtained by the process of the multiplier, with the result of immediate integration of the first integral.

There is one case in which a value of $M$ can be obtained. Suppose that

$$\frac{\partial X}{\partial x} + \frac{\partial Y}{\partial y} + \frac{\partial Z}{\partial z}$$

is the complete derivative of a function $\xi$ with regard to $x$, account being taken of the relations

$$\frac{dx}{X} = \frac{dy}{Y} = \frac{dz}{Z}.$$

Then we have

$$\frac{\partial M}{\partial x} + \frac{\partial M}{\partial y} + \frac{\partial M}{\partial z} + \frac{\partial M}{\partial x} \frac{dx}{dx} + \frac{\partial M}{\partial y} \frac{dy}{dx} + \frac{\partial M}{\partial z} \frac{dz}{dx} = \frac{dM}{dx};$$

and the equation for $M$ becomes

$$\frac{dM}{dx} + M \frac{d \xi}{dx} = 0,$$

so that we can take

$$M = \xi^2.$$

A general instance of this type is given by Jacobi* in the form

$$\frac{d^2 y}{dx^2} + \frac{1}{2} \frac{\partial \phi}{\partial x} \left( \frac{dy}{dx} \right)^2 + \frac{\partial \phi}{\partial y} \frac{dy}{dx} + \phi = 0,$$

where $\phi$ and $\psi$ are any functions of $x$ and $y$. As in some of the preceding examples, we take

$$\frac{dy}{dx} = p,$$

so that, writing

$$Z = - \frac{1}{2} p^2 \frac{\partial \phi}{\partial x} - p \frac{\partial \phi}{\partial y} - \psi,$$

* * Gen. Werke, t. iv. p. 408.
we may take the subsidiary system in the form
\[ \frac{dx}{1} = \frac{dy}{p} = \frac{dz}{Z}. \]

Then
\[ \frac{1}{X} \left( \frac{\partial X}{\partial x} + \frac{\partial Y}{\partial y} + \frac{\partial Z}{\partial z} \right) = -p \frac{\partial \phi}{\partial y} - \frac{\partial \phi}{\partial x} = -\frac{d\phi}{dx}, \]

and therefore
\[ M = e^\phi. \]

If then a first integral of the differential equation can be obtained, the primitive can be constructed by means of a quadrature.

**Ex. 1. Integrate the equations**

(i) \[ \frac{dx}{y - z} = \frac{dy}{x + y} = \frac{dz}{x + z} = dt; \]
(ii) \[ \frac{dx}{y - z} = \frac{dy}{x^2 + y} = \frac{dz}{x^2 + z} = dt; \]
(iii) \[ \frac{dx}{y - z} = \frac{dy}{x + y + t} = \frac{dz}{x + z + t} = dt. \]

**Ex. 2. Obtain the primitive of the equation**
\[ \gamma^3 \frac{dy}{dx} + y \left( \frac{dy}{dx} \right)^2 + by - c = 0, \]
where \( b \) and \( c \) are constants, having given that a first integral is
\[ \gamma^3 \delta^3 + b\gamma^2 \delta^2 + (by - 3cz) \gamma^2 \delta + by^2 \delta - 2byx^2 + \phi x^3 = \Lambda, \]
or, what is the equivalent,
\[ \left( \gamma \phi + \lambda \delta + \frac{c}{\Lambda} \cdot x \right) \left( \gamma \phi + \lambda' \delta + \frac{c}{\Lambda} \cdot x \right) \left( \gamma \phi + \lambda'' \delta + \frac{c}{\Lambda} \cdot x \right) = \Lambda, \]
where \( \lambda, \lambda', \lambda'' \), are the roots of the equation
\[ \lambda^3 + b\lambda - c = 0. \]

The preceding investigations have been restricted to the case of three variables and two equations. Corresponding results hold for the case of \( n + 1 \) variables and \( n \) equations; but they will merely be stated here, and the proofs will be found in the works cited (p. 356) at the beginning of this section.

Let the equations be
\[ \frac{dx_1}{X_1} = \frac{dx_2}{X_2} = \ldots = \frac{dx_n}{X_n} = \frac{dx_{n+1}}{X_{n+1}}, \]
where each of the quantities \( X \) can be a function of all the variables.

**I. The equation for the multiplier \( M \) is**
\[ \sum_{r=1}^{n+1} \frac{\partial M}{\partial x_r} + \sum_{r=1}^{n+1} \frac{\partial X_r}{\partial x_r} = 0. \]

If any two solutions of this equation, \( M_1 \) and \( M_2 \), are known, their ratio not being a pure constant, then
\[ \frac{M_1}{M_2} = a, \]
where \( a \) is an arbitrary constant, is an integral of the differential equations. Let \( u_0 = a_1, u_1 = a_2, \ldots, u_{n-1} = a_n \), be a complete system of integrals, and let \( M \) be any multiplier; then every other multiplier is of the form \( M \phi (a_1, a_2, \ldots, a_n) \). And if
\[ \frac{\partial X_1}{\partial x_1} + \frac{\partial X_2}{\partial x_2} + \ldots + \frac{\partial X_{n+1}}{\partial x_{n+1}} = 0, \]
manifestly we can take \( M = 1 \).

**II. Let**
\[ u_1 = a_1, u_2 = a_2, \ldots, u_{n-1} = a_{n-1}, \]
be \( n - 1 \) integrals of the equations, so that all the integrals save one are known; and let \( M \) be any multiplier. Then the last integral of the equations is given by
\[ \frac{M}{\partial (u_1, u_2, \ldots, u_{n-1})} (X_1 dx_1 - X_2 dx_2) = a_n, \]
where \( a_n \) is an arbitrary constant, and all the quantities in the subject of integration are to be expressed in terms of
\[ a_1, a_2, a_3, \ldots, a_{n-1}, \]
by means of the given \( n - 1 \) integrals of the system.

It is on account of the theorem last stated that the name *last multiplier* was attached to the quantity \( M \) by Jacobi.
Ex. Shew that, if two integrals of the differential equation
\[ F(x, y, y', y'') = 0 \]
be known in the form
\[ f(x, y, y', y'') = a, \quad g(x, y, y', y'') = b, \]
them a third integral is given by the relation
\[ \int \frac{dy - y' dx}{f(x, y)} = \gamma, \]
where \( y' \) and \( \frac{\partial f}{\partial y} y' \) are to be expressed in terms of \( x \) and \( y \) by means of the equations \( f = a \) and \( g = b \): the quantities \( a, b, \gamma, \) being constants.

A Special System of Equations in Dynamics.

178. There are two classes of simultaneous equations which are extremely important; one is the class already considered in \$\text{148, 149} \) as the generalisation of Euler's equations leading to one class of higher transcendental functions ordinarily called Abelian functions; the other is the system of equations which determine the motion of a particle attracted to a centre of force that acts according to the gravitational law. The latter may be represented by the simultaneous equations
\[ \frac{dx}{d\tau} = \frac{\partial R}{\partial x}, \quad \frac{dy}{d\tau} = \frac{\partial R}{\partial y}, \quad \frac{dz}{d\tau} = \frac{\partial R}{\partial z}, \quad \dot{\theta} = \frac{\partial R}{\partial \theta}, \quad \cdots \cdots \cdots \quad (i), \]
in which \( R \) is a rational function of \( \varpi \) or \( x^2 + y^2 + z^2 \)^{1/2}, the distance of the point \( x, y, z \), from the origin. To express the complete integral, three independent equations (or their equivalent) will be necessary. Since each equation may be replaced by two of the form
\[ \dot{x} = \frac{dx}{dt}, \quad \dot{x}_1 = \frac{\partial R}{\partial x}, \]
giving six equations in all to determine the six quantities, the investigation of \$\text{176} \) shews that we must have six arbitrary constants in the solution.

If we multiply the equations (i) by \( \frac{dx}{dt}, \frac{dy}{dt}, \frac{dz}{dt} \), respectively, add and integrate, we have
\[ \frac{1}{2} \left( \frac{dx}{dt} \right)^2 + \left( \frac{dy}{dt} \right)^2 + \left( \frac{dz}{dt} \right)^2 = R + B, \]
in which \( B \) is an arbitrary constant.

Another form may be given to the equations (i). Since \( R \) is a function of \( \varpi \), we have
\[ \frac{\partial R}{\partial \varpi} = \frac{dR}{d\varpi}, \quad \frac{dR}{dx} = \frac{dR}{dx}, \quad \frac{dR}{dy} = \frac{dR}{dy}, \quad \frac{dR}{dz} = \frac{dR}{dz}, \]
and so for the others; and thus (i) becomes
\[ \frac{dx}{d\tau} = \frac{dR}{dx}, \quad \frac{dy}{d\tau} = \frac{dR}{dy}, \quad \frac{dz}{d\tau} = \frac{dR}{dz} \]
Therefore
\[ x \frac{dy}{d\tau} - y \frac{dx}{d\tau} = 0, \]
\[ y \frac{dz}{d\tau} - z \frac{dy}{d\tau} = 0, \]
\[ z \frac{dx}{d\tau} - x \frac{dz}{d\tau} = 0, \]
of which two only are independent; the integrals of these are respectively
\[ x \frac{dy}{dt} - y \frac{dx}{dt} = C_1, \]
\[ y \frac{dz}{dt} - z \frac{dy}{dt} = C_2, \]
\[ z \frac{dx}{dt} - x \frac{dz}{dt} = C_3. \]

Squaring and adding these, we have
\[ (x^2 + y^2 + z^2) \left( \frac{dx}{dt} \right)^2 + \left( \frac{dy}{dt} \right)^2 + \left( \frac{dz}{dt} \right)^2 = (x \frac{dx}{dt} + y \frac{dy}{dt} + z \frac{dz}{dt})^2 = C_1^2 + C_2^2 + C_3^2 = A^2, \]
where $A$ is an arbitrary constant; this is equivalent to

$$2r^2 (R + B) - \left( r \frac{dr}{dt} \right)^2 = A^2,$$

that is, to

$$dt = \frac{rdr}{\left[2r^2 (R + B) - A^2 \right]^{\frac{1}{2}}},$$

and therefore

$$t + \alpha = \int \frac{rdr}{\left[2r^2 (R + B) - A^2 \right]^{\frac{1}{2}}} \quad \text{(ii)}.$$

From the equation just obtained, we have

$$2R = -2B + \frac{A^2}{r^2} + \frac{\left( \frac{dr}{dt} \right)^2}{r^2},$$

and therefore

$$2 \frac{dR}{dt} \frac{dr}{dt} = -2 \frac{A^2}{r^2} \frac{dr}{dt} + 2 \frac{dr}{dt} \frac{d^2 r}{dt^2},$$

that is,

$$\frac{dR}{dr} = -\frac{A^2}{r^2} + \frac{d^2 r}{dt^2}.$$

When this value is substituted in the modified form of the original equations, the first of them is

$$r \frac{d^2 x}{dt^2} = \frac{d^2 r}{dt^2} - A^2 \frac{x}{r^2},$$

or

$$\frac{d}{dt} \left(r \frac{dx}{dt} - \frac{x}{r} \frac{dr}{dt} \right) + A^2 \frac{x}{r^2} = 0,$$

or

$$r^2 \frac{d}{dt} \left[r^2 \frac{d}{dt} \left( \frac{x}{r} \right) \right] + A^2 \frac{x}{r} = 0.$$

Let

$$d\phi = A \frac{dt}{r^2},$$

then the foregoing equation for $\frac{x}{r}$ is

$$\frac{dx}{d\phi} \left( \frac{x}{r} \right) + \frac{x}{r} = 0,$$

and therefore

$$\frac{x}{r} = a_1 \cos \phi + a_2 \sin \phi \quad \text{.................(iii)}.$$

The second and third equations, similarly treated, lead to

$$\frac{y}{r} = b_1 \cos \phi + b_2 \sin \phi \quad \text{.................(iv)},$$

$$\frac{z}{r} = c_1 \cos \phi + c_2 \sin \phi \quad \text{.................(v)};$$

and in these the constants $a, b, c$, are arbitrary. But they are not independent; for we have always

$$a^2 + b^2 + c^2 = r^2,$$

whatever be the value of $\phi$, and therefore the relation

$$(a_1^2 + b_1^2 + c_1^2) \cos^2 \phi + 2 (a_2 a_1 + b_2 b_1 + c_2 c_1) \cos \phi \sin \phi + (a_2^2 + b_2^2 + c_2^2) \sin^2 \phi = 1 = \cos^2 \phi + \sin^2 \phi$$

is satisfied for all values of $\phi$, so that

$$a_1^2 + b_1^2 + c_1^2 = 1,$$

$$a_2^2 + b_2^2 + c_2^2 = 1 \quad \text{.................(vi)}.$$

The six constants are thus equivalent to three independent constants. Further, we may put (iii) into the form

$$\frac{x}{r} = \rho \cos (\phi + \beta),$$

where $\rho$ and $\beta$, are arbitrary constants; thus an arbitrary constant is associated with $\phi$, and one will not require to be added in the equation

$$\phi = \int \frac{Adr}{r \left[2r^2 (R + B) - A^2 \right]^{\frac{1}{2}}} \quad \text{.................(vii)}.$$

We have now sufficient equations to determine the general integral. By means of (vii) $\phi$ is given as a function of $r$, and therefore by (ii) as a function of $t$; hence (iii), (iv), (v), give $x, y, z$, as functions of $t$. Moreover, we have six independent arbitrary constants, viz., $A^2, B, a, b, c$, and the six quantities $a_1, a_2, b_1, b_2, c_1, c_2$, connected by the three relations (vi). These therefore constitute the general integral of the differential equations.
Ex. Solve in this way

\[
\begin{align*}
\left\{ \begin{aligned}
(x^2+y^2)^{\frac{1}{2}} \frac{dx}{d\varepsilon} + \mu x &= 0, \\
(x^2+y^2)^{\frac{1}{2}} \frac{dy}{d\varepsilon} + \mu y &= 0
\end{aligned} \right. 
\end{align*}
\]

Also solve by transforming to polar coordinates.

MISCELLANEOUS EXAMPLES.

1. Prove that, if

\[
d\theta (m - n \cos \phi)^{\frac{1}{2}} = d\phi (m - n \cos \theta)^{\frac{1}{2}},
\]

then

\[
2m - n \left( \frac{\phi + 1}{\theta} \right) + n \left( \cos \theta + \phi \right) - \frac{1}{2} \cos \theta - \phi \right)^2 = 0,
\]

\(c\) being an arbitrary constant.

2. Let \(F(x)\) denote the integral

\[
\int_0^x \frac{dx}{(1 - x^2)(1 - \varepsilon x^2)^{\frac{1}{2}}};
\]

prove that an algebraical relation equivalent to

\[
F(x_1) + F(x_2) + F(x_3) = 0
\]

is

\[
4(1 - x_1^2)(1 - x_2^2)(1 - x_3^2) = (2 - x_1^2 - x_2^2 - x_3^2 + k^2 x_1^2 x_2^2 x_3^2)^2.
\]

3. Let \(E(x)\) denote the integral

\[
\int_0^x \frac{1 - x^2}{(1 - x^2)^{\frac{1}{2}}} \frac{dx}{dx};
\]

verify that

\[
E(x_1) + E(x_2) + E(x_3) = -k^2 x_1 x_2 x_3,
\]

where \(x_1, x_2, x_3\), are related as in the previous example.

4. Verify that

\[
\begin{align*}
x_1, & \quad y_1, \quad 1 \quad = 0 \\
x_2, & \quad y_2, \quad 1 \\
x_3, & \quad y_3, \quad 1
\end{align*}
\]

is an integral of

\[
\frac{dx_1}{1 - x_1^2} + \frac{dx_2}{1 - x_2^2} + \frac{dx_3}{1 - x_3^2} = 0,
\]

g being given by the relation \(x^2 + y^2 = 1\).

Interpret the result geometrically.

(Cayley.)

5. Prove that the integral of

\[
\frac{dx}{(1 + x^2)^{\frac{3}{2}}} + \frac{dy}{(1 + y^2)^{\frac{3}{2}}} = 0
\]

may be exhibited in the form

\[
(1 + x^2)(1 + y^2)(1 + \alpha^2) = (1 + x\alpha y)^3,
\]

where \(\alpha\) is an arbitrary constant; and that the integral of

\[
\frac{dx}{(x^2 - Ix + J)^{\frac{3}{2}}} + \frac{dy}{(y^2 - Iy + J)^{\frac{3}{2}}} = 0
\]

may be exhibited in the form

\[
(4x^2 - Ix + J)(4y^2 - Iy + J)(4x^2 - Ix + J) = (4xy - I(x+y) + J)^3,
\]

where \(I\) and \(J\) are definite constants, and \(\alpha\) is an arbitrary constant.

Show that a general integral of

\[
X^{-\frac{3}{2}} dx + Y^{-\frac{3}{2}} dy = 0,
\]

where

\[
X = (x_1, l, m, n, x, 1)^3,
\]

\[
Y = (x_2, l, m, n, y, 1)^3
\]

is

\[
XYZ = (x_3 + x_1 x_2 + x_3 m x_2 + x_1 x_3 + x_2 x_3)^2,
\]

where

\[
Z = (x_1, l, m, n, x_1, 1)^3
\]

and \(z\) is an arbitrary constant.

(MacMahon and Russell.)

6. Prove that integral relations equivalent to

\[
\begin{align*}
\frac{d\theta}{\Delta \theta} + \frac{d\phi}{\Delta \phi} + \frac{d\psi}{\Delta \psi} &= 0, \\
\sin^3 \theta d\theta + \sin^3 \phi d\phi + \sin^3 \psi d\psi &= 0
\end{align*}
\]

where

\[
\Delta \chi = (1 - \kappa \sin^2 \chi)(1 - \lambda \sin^2 \chi)(1 - \mu \sin^2 \chi)^{\frac{1}{2}},
\]

are

\[
\begin{align*}
\sin \psi \sin \phi \cos \theta \Delta \theta + \sin \theta \sin \psi \cos \phi \Delta \phi + \sin \phi \sin \theta \cos \psi \Delta \psi &= \Delta \chi, \\
\sin \theta \sin \psi \phi \sin \phi \Delta \phi + \sin \phi \sin \theta \psi \Delta \psi &= \Delta \chi
\end{align*}
\]

and

\[
\begin{align*}
\cos \phi \cos \theta \sin \theta \Delta \theta + \cos \theta \cos \psi \sin \phi \Delta \phi + \cos \phi \cos \theta \psi \Delta \psi &= B, \\
\cos \theta \sin \psi \cos \phi \sin \phi \Delta \phi + \cos \phi \sin \theta \psi \Delta \psi &= \Delta \chi
\end{align*}
\]

Determine \(A\) and \(B\) from the conditions that \(\phi = \alpha\) and \(\psi = \beta\) when \(\theta = 0\).
7. Find the primitives of the equations

(i) \((ay - bx)\, dx + (cz - ax)\, dy + (bc - cy)\, dz = 0;\)

(ii) \(ds \cdot (y - z - 2x) + dy \cdot (z - x - 2y) + dz \cdot (x - y - 2z) = 0;\)

(iii) \((y^2 + yz + z^2)\, dx + (x^2 + xz + z^2)\, dy + (y^2 + yz + z^2)\, dz = 0.\)

8. Shew that, if the equation \(P\, dx + Q\, dy + R\, dz = 0\) satisfies the condition of integrability (§ 151), and if \(P, Q, R\) are homogeneous functions of \(x, y, z\), of \(n\) dimensions, the integral can be obtained by introducing new variables \(u, v, w\) such that \(x = ux, y = vx, z = wx.\)

Hence obtain the primitive of the equation

\[(x^2 - y^2 + z^2)\, dx + x\, ds = (y^2 - x^2)\]

in the form

\[\int e^{-u} du + C = e^{-u} \frac{y}{y - x},\]

where \(u = ux.\) (Euler.)

9. Solve the simultaneous equations

(i) \(\frac{dx}{dt} = (b - c) \, yz, \quad \frac{dy}{dt} = (c - a) \, xz, \quad \frac{dz}{dt} = (a - b) \, xy,\)

expressing each of the quantities \(x, y, z,\) as elliptic functions;

(ii) \( \frac{dx}{y^2 + x^2 + z^2} = \frac{dy}{x^2 + y^2 + z^2} = \frac{dz}{x^2 + y^2 + z^2} = dt.\)

10. Integrate the system of equations

\[\frac{dx}{dt} + az + by \cos nt + bx \sin nt = 0,\]

\[\frac{dy}{dt} - by \sin nt + bx \cos nt = 0,\]

\[\frac{dz}{dt} + ax \cos nt + by \sin nt = 0,\]

\[\frac{dz}{dt} - ax \sin nt + bx \cos nt = 0.\]

11. Integrate the simultaneous equations

\[\frac{du}{dt} + n^2 \left[ u - 3 \xi (u \xi + v \eta) \right] = 0,\]

\[\frac{dv}{dt} + n^2 \left[ v - 3 \eta (u \xi + v \eta) \right] = 0,\]

where \(\xi\) is written for \(\cos (at + b)\) and \(\eta\) for \(\sin (at + b).\) (Liouville.)

12. Solve the simultaneous equations

\[\frac{dy}{ds} - a \frac{dz}{ds} + b \frac{dx}{ds} + cy = 0,\]

\[\frac{dy}{ds} + az + b \frac{dx}{ds} + cy = 0,\]

\[\frac{dy}{ds} + az + b \frac{dx}{ds} + cy = 0.\]

13. Shew that any system of lines, described on the surface of the sphere \(x^2 + y^2 + z^2 = r^2\) and satisfying the equation

\[(1 + 2m) \, x\, ds + y \, (1 - x) \, dy + z\, dz = 0,\]

would be projected on the plane of \(xy\) into parabolas.

Find the equation of the projections of the same system of curves on the plane of \(yz.\)

14. Shew that Monge's method (Ex. 4, § 153) would, if we integrate first with respect to \(s\) and \(z,\) present the solution of the equation in the preceding example in the form

\[(1 + 2m) \, x^2 + x^2 = \phi (y), \quad 2y \, (1 - x) = - \phi' (y).\]

Apply this to solve the problem of the preceding example; and identify the results.

15. Integrate the simultaneous equations

\[\frac{dR}{ds} = \frac{dR}{ds} = \frac{dR}{ds} = \frac{dR}{ds} = \frac{dR}{ds} = \frac{dR}{ds},\]

where \(R\) is a function of \(x^2 + y^2 + z^2 + \ldots + yz.\) (Binet.)

16. Shew that, if

\[f(x + ay + az) = X + ay + azZ,\]

where \(a\) is any cube root of unity, then

\[X \, dx + Z \, dy + Y \, dz,\]

\[Z \, dx + Y \, dy + X \, dz,\]

\[Y \, dx + X \, dy + Z \, dz,\]

are perfect differentials \(dP, dQ, dR;\) and prove that the surfaces

\[P = a, \quad Q = b, \quad R = c,\]

where they intersect at a common point, intersect in pairs at the same angle. (Laurent.)
CHAPTER IX

PARTIAL DIFFERENTIAL EQUATIONS OF THE FIRST ORDER

179. Hitherto we have been considering for the most part differential equations in which the dependent variable or, in the case of a set of simultaneous equations, the dependent variables are supposed to be functions of only a single independent variable. We shall now consider equations in which the number of independent variables is greater than unity; and we shall suppose that there is only a single dependent variable. The latter is usually denoted by \( z \); if it be a function of only two variables, these are usually denoted by \( x \) and \( y \); if \( z \) be a function of more than two, say of \( n \), then it is convenient to denote the latter by \( x_1, x_2, x_3, \ldots, x_n \).

The first partial differential coefficients in the former case, viz. \( \frac{\partial z}{\partial x} \) and \( \frac{\partial z}{\partial y} \), are represented by \( p \) and \( q \) respectively; in the latter case, the partial differential coefficients \( \frac{\partial z}{\partial x_1}, \frac{\partial z}{\partial x_2}, \ldots, \frac{\partial z}{\partial x_n} \), are represented by \( p_1, p_2, \ldots, p_n \), respectively.

An equation in partial differential coefficients is a relation between the independent variables, the dependent variable (which is an unknown function of those variables) and its partial differential coefficients with regard to them. It is of the first order when all the partial differential coefficients which occur are of order not higher than unity; of the second order when the partial differential coefficients of highest order which occur are of order two; and so on. In this chapter, we shall consider only equations of the first order.

It may happen that we have more than a single differential equation relating to the same set of variables; for instance, we might have two equations between \( z, x, y, p, q \). In this case the two equations could be solved and from them values of \( p \) and \( q \) in terms of \( x, y, \) and \( z \), could be deduced; these could be substituted in the equation

\[
dz = pdx + qdy,
\]

and we should thus obtain a total differential equation. Similarly in the case of \( n \) independent variables, \( n \) equations would be sufficient and necessary to determine \( p_1, p_2, \ldots, p_n \); these \( n \) equations would then be considered as furnishing a total differential equation. When the number of equations is less than the number of partial differential coefficients and therefore of course less than the number of independent variables, we are not able to deduce solely from them a total differential equation. When only a single equation is given, we call it a partial differential equation; when several equations are given, we call them a simultaneous system.

As in the case of ordinary differential equations, the integration of an equation is the derivation of all the values of \( z \) which, when substituted in the differential equation, render it an identity.

CLASSIFICATION OF INTEGRALS.

180. Before indicating methods of integration and giving such classes of equations as are easily integrable, it is necessary to classify the different kinds of integrals of a partial differential equation and to prove that the classes include all possible integrals of the equation. For perfect generality the propositions should be proved for an equation involving \( n \) variables, but the proofs are given for an equation involving only three variables; this limitation has the advantage of shortening the equations and of lessening their number, while very slight consideration will shew that it is possible to pass to the general case without any essential difficulties of analysis.

181. Suppose that we have between \( z, x_1, x_2, x_3 \), a relation of the form

\[
f(z, x_1, x_2, x_3, a_1, a_2, a_3) = 0 \quad \cdots \quad (1),
\]
in which \(a_1, a_2, a_3\), are arbitrary constants and which contains no differential coefficients of \(z\). To obtain \(p_1, p_2, p_3\), we have the equations
\[
\frac{\partial f}{\partial z} p_1 + \frac{\partial f}{\partial x_1} a_1 = 0 \\
\frac{\partial f}{\partial z} p_2 + \frac{\partial f}{\partial x_2} a_2 = 0 \\
\frac{\partial f}{\partial z} p_3 + \frac{\partial f}{\partial x_3} a_3 = 0
\]  
Equation (2).

Between equations (1) and (2) the three arbitrary constants can be eliminated; and usually the result of the elimination is to provide a single equation involving the variables \(z, x_1, x_2, x_3\), and the derivatives \(p_1, p_2, p_3\). If in (1) there were more than three arbitrary constants these equations would not be sufficient for the elimination, while if there were fewer than three there would be more than sufficient equations. Let the result of the elimination in the present case be denoted by
\[
F(p_1, p_2, p_3, z, x_1, x_2, x_3) = 0
\]
which will be the partial differential equation corresponding to the integral relation (1).

Conversely, this integral relation (1) is a solution of (A), and it contains three arbitrary constants. We cannot expect more than three arbitrary constants in a solution of (A); for, passing from such a solution to the differential equation by the method in which (A) has been obtained from (1), only three constants could be eliminated. Hence (1) contains the greatest number of arbitrary constants that we can expect in a solution of (A).

The name Complete Integral of an equation is given to a relation between the variables which includes as many arbitrary constants as there are independent variables.

Note. It must not however be assumed that an equation, having the form of a complete integral, always leads to one (and to only one) partial differential equation.

Thus the equation
\[
z = (x_1 - a_1)^3 + (x_2 - a_2)^3 + x_3 - a_3,
\]
when treated so as to lead to a partial differential equation by the elimination of the three arbitrary constants \(a_1, a_2, a_3\), leads to the two equations
\[
p_1^2 + p_2^2 = 1, \quad p_3 = 1.
\]

182. The supposition has been made that \(a_1, a_2, a_3\), are constants; and we have deduced equation (A) from (1) and (2). But we may suppose that \(a_1, a_2, a_3\), are functions of the independent variables. If these functions are chosen so as to leave unaltered the forms of \(p_1, p_2, p_3\), then the differential equation obtained by the elimination of the functions will be the same as in the case when the quantities \(a\) were arbitrary constants, for algebraical elimination takes no cognisance of the value of the quantity eliminated but only of its form. Now with the new supposition that the quantities \(a\) are functions of the variables \(x_1, x_2, x_3\), the values of the partial differential coefficients are given by the equations
\[
\begin{align*}
\frac{\partial f}{\partial x_1} a_1 &+ \frac{\partial f}{\partial x_2} a_2 + \frac{\partial f}{\partial x_3} a_3 = 0, \\
\frac{\partial f}{\partial x_1} a_1 &+ \frac{\partial f}{\partial x_2} a_2 + \frac{\partial f}{\partial x_3} a_3 = 0, \\
\frac{\partial f}{\partial x_1} a_1 &+ \frac{\partial f}{\partial x_2} a_2 + \frac{\partial f}{\partial x_3} a_3 = 0.
\end{align*}
\]
But the forms of \(p_1, p_2, p_3\), are to be the same as before, when they were given by equations (2); in order that this may be the case, we must have
\[
\begin{align*}
\frac{\partial f}{\partial a_1} a_1 &+ \frac{\partial f}{\partial a_2} a_2 + \frac{\partial f}{\partial a_3} a_3 = 0, \\
\frac{\partial f}{\partial a_1} a_1 &+ \frac{\partial f}{\partial a_2} a_2 + \frac{\partial f}{\partial a_3} a_3 = 0, \\
\frac{\partial f}{\partial a_1} a_1 &+ \frac{\partial f}{\partial a_2} a_2 + \frac{\partial f}{\partial a_3} a_3 = 0.
\end{align*}
\]
Let \(R\) denote the value of the determinant
\[
\begin{vmatrix}
a_1 & a_2 & a_3 \\
a_1 & a_2 & a_3 \\
a_1 & a_2 & a_3
\end{vmatrix}
\]
so that the foregoing equations are equivalent to
\[
R \frac{\partial f}{\partial a_1} = 0, \quad R \frac{\partial f}{\partial a_2} = 0, \quad R \frac{\partial f}{\partial a_3} = 0
\]
Now, if $R$ do not vanish, these can only be satisfied by

$$\frac{\partial f}{\partial a_1} = 0, \quad \frac{\partial f}{\partial a_2} = 0, \quad \frac{\partial f}{\partial a_3} = 0 \quad \text{..............(B)};$$

and these are three equations which may determine values of $a_1, a_2, a_3$ in terms of the variables. If they do determine values of $a_1, a_2, a_3$, in any of the possible forms (whether as constants or as functions of variables), the relation (I) is still a solution with the change in the quantities $a$; when the values thus found are substituted for them, we have a solution of (A) which contains no arbitrary constant. This solution moreover will generally differ from any solution, which contains no arbitrary constant but is derived from (1) by assigning particular constant values to $a_1, a_2, a_3$, in (1). The result of eliminating the arbitrary constants between (1) and (B) then gives a new solution.

This solution is called a Singular Integral; it is a relation between the variables involving no arbitrary constant. Sometimes it occurs also as a particular instance of a Complete Integral, when special values are given to the arbitrary constants; but this is usually not the case, and the Singular Integral (when it exists) is usually distinct from a Complete Integral.

183. The equations (4) will all be satisfied if $R = 0$; and as we are now assuming that $a_1, a_2, a_3$, are not arbitrary constants but functions of the variables, this equation will be satisfied (§ 9) by a functional relation between $a_1, a_2, a_3$. This functional relation may be arbitrary, so that we may write

$$a_3 = \phi(a_1, a_2) \quad \text{..............(C)};$$

in which $\phi$ denotes an arbitrary function. Multiplying now the equations (3) by $da_1, da_2, da_3$, respectively and adding, we obtain

$$\frac{\partial f}{\partial a_1} da_1 + \frac{\partial f}{\partial a_2} da_2 + \frac{\partial f}{\partial a_3} da_3 = 0.$$ 

But from equation (C) we have

$$da_3 = \frac{\partial}{\partial a_1} \phi da_1 + \frac{\partial}{\partial a_2} \phi da_2,$$

so that

$$\left(\frac{\partial f}{\partial a_1} + \frac{\partial f}{\partial a_2} \frac{\partial \phi}{\partial a_1}\right) da_1 + \left(\frac{\partial f}{\partial a_2} + \frac{\partial f}{\partial a_3} \frac{\partial \phi}{\partial a_2}\right) da_2 = 0.$$ 

Since $a_1$ and $a_2$ are independent, their variations $da_1$ and $da_2$ are also independent; in order that this equation may be satisfied, we must therefore have

$$\frac{\partial f}{\partial a_1} + \frac{\partial f}{\partial a_2} \frac{\partial \phi}{\partial a_1} = 0,$$

$$\frac{\partial f}{\partial a_2} + \frac{\partial f}{\partial a_3} \frac{\partial \phi}{\partial a_2} = 0 \quad \text{..............(D)}.$$ 

These equations (D) are sufficient to determine $a_1, a_2, a_3$, in terms of the variables, and the expressions so obtained will involve the arbitrary function $\phi$; when they are substituted in (A), the solution takes a new form which is different from both of the other two.

This solution is called a General Integral; it is a relation between the variables involving two (or, in the case of $n$ variables, $n - 1$) independent functions of those variables, together with an arbitrary function of those two (or $n - 1$) functions.

The equation $R = 0$ could also be satisfied by making $a_3$, an arbitrary function of $a_2$ alone or of $a_1$ alone, and also by making both $a_2$ and $a_3$ functions of $a_1$ alone. We should thus arrive at different classes of General Integrals; but these are all less general than the former, in which only a single arbitrary relation between all the quantities $a$ occurs. This is easily seen from the consideration that if, in equation (C), $a_3$ be expanded in powers of $a_1$, the coefficients are arbitrary functions of $a_2$, while if $\psi(a_1)$, an arbitrary function of $a_1$, be expanded in powers of $a_1$, the coefficients are merely arbitrary constants; and the latter is obviously included in the former.

184. It is thus manifest that we have three fundamentally distinct classes of solutions of partial differential equations.

The question arises as to whether these three classes are completely comprehensive, in the sense that every integral can be included in one or other of the classes. Usually, but not universally, it is the case that the three classes do include all integrals. Exceptions may arise for partial differential equations of particular forms, and, when they do occur, the uninclosed integrals will be called special integrals; but special integrals do not occur for equations of general form. It is, of course, necessary to have a test as to whether an integral is, or is not, special; the test will be obtained in the course of establishing the following theorem:
Every solution (which is not special) of the differential equation is included in one or other of the three classes of solutions of the equation which are constituted by a Complete Integral, the Singular Integral, and a General Integral.

Let (A) represent the differential equation, and (1) a Complete Integral of this equation; then the equations (B) and (C) will give the Singular Integral and the General Integral. Let any other solution of the equation be represented by

\[ \psi(x, a_1, a_2, z) = 0 \]  

\((5)\).

As it is convenient to speak of \( z \) as explicitly expressed in terms of the independent variables, we shall use \( Z \) to represent the value of the dependent variable derived from (1) and \( \xi \) to represent the value derived from (5). Now suppose it possible to choose values for \( a_1, a_2, a_3 \), whether variable or constant, so that \( Z \) still continues to satisfy the partial equation, and so also that the value of \( Z \) in terms of the variables becomes the same as the value of \( \xi \). In that case, the values of \( p_1, p_2, p_3 \) derived from \( Z \) become the same as the values derived from \( \xi \), which are given by

\[ \frac{\partial \psi}{\partial x} p_1 + \frac{\partial \psi}{\partial x_1} = 0 \]

\[ \frac{\partial \psi}{\partial x} p_2 + \frac{\partial \psi}{\partial x_2} = 0 \]

\[ \frac{\partial \psi}{\partial x} p_3 + \frac{\partial \psi}{\partial x_3} = 0 \]

Consequently, when we make these values of the differential coefficients of \( \xi \) agree with those of \( Z \) given by equations (2), we have the three equations

\[ \frac{\partial f}{\partial x} \frac{\partial \psi}{\partial x} - \frac{\partial f}{\partial x} = 0 \]

\[ \frac{\partial f}{\partial x_1} \frac{\partial \psi}{\partial x_1} - \frac{\partial f}{\partial x_1} = 0 \]

\[ \frac{\partial f}{\partial x_2} \frac{\partial \psi}{\partial x_2} - \frac{\partial f}{\partial x_2} = 0 \]

\( (6) \).

These equations may, or may not, determine the values of \( a_1, a_2, a_3 \), in terms of \( x_1, x_2, x_3 \), and the dependent variable.

When the three equations do not determine values of \( a_1, a_2, a_3 \), we cannot proceed further in the attempt to modify \( Z \) so that it shall acquire the value \( \xi \). In that event, the integral \( \xi \) is called special. It is sufficiently obvious that the failure of the three equations to determine the three quantities \( a_1, a_2, a_3 \), must arise through some peculiarities in the form of the integral equations.

When the three equations do determine values of \( a_1, a_2, a_3 \), we proceed as follows. Since (5) is a solution of the differential equation, we have

\[ F(p_1, p_2, p_3, \xi, x_1, x_2, x_3) = 0 \]

and since (1) is a solution, we have

\[ F(p_1, p_2, p_3, Z, x_1, x_2, x_3) = 0 \]

satisfied, when the quantities \( \alpha \) are arbitrary. The last equation is also satisfied when the quantities \( \alpha \) instead of being arbitrary constants, become functions of the variables, provided these functions are such as to leave the forms of \( p_1, p_2, p_3 \), unaltered; and we may therefore replace them by the functions of \( x_1, x_2, x_3 \), obtained as their values from the equations (6), provided the necessary conditions be satisfied. When this is the case, the values of \( p_1, p_2, p_3 \) are the same for the two forms of the equation (A); and then, from a comparison of these two forms, we have the necessary equation

\[ \xi = Z \]

where, in the integral equation for \( Z \), the constants \( a_1, a_2, a_3 \), are changed into the values that have been derived for them.

In order that the forms of \( p_1, p_2, p_3 \) for the new values of the quantities \( \alpha \) should be unchanged, the three equations of the form

\[ \frac{\partial f}{\partial x} \frac{\partial \psi}{\partial x} - \frac{\partial f}{\partial x} = 0 \]

\[ \frac{\partial f}{\partial x_1} \frac{\partial \psi}{\partial x_1} - \frac{\partial f}{\partial x_1} = 0 \]

\[ \frac{\partial f}{\partial x_2} \frac{\partial \psi}{\partial x_2} - \frac{\partial f}{\partial x_2} = 0 \]

\( (6) \)

must be satisfied at the same time as (6); and therefore the values of \( \alpha_1, \alpha_2, \alpha_3 \), are such as to satisfy the equations

\[ \frac{\partial f}{\partial x_1} \frac{\partial \alpha_1}{\partial x_1} + \frac{\partial f}{\partial x_2} \frac{\partial \alpha_2}{\partial x_2} + \frac{\partial f}{\partial x_3} \frac{\partial \alpha_3}{\partial x_3} = 0 \]

\[ \frac{\partial f}{\partial x_1} \frac{\partial \alpha_1}{\partial x_1} + \frac{\partial f}{\partial x_2} \frac{\partial \alpha_2}{\partial x_2} + \frac{\partial f}{\partial x_3} \frac{\partial \alpha_3}{\partial x_3} = 0 \]

\[ \frac{\partial f}{\partial x_1} \frac{\partial \alpha_1}{\partial x_1} + \frac{\partial f}{\partial x_2} \frac{\partial \alpha_2}{\partial x_2} + \frac{\partial f}{\partial x_3} \frac{\partial \alpha_3}{\partial x_3} = 0 \]
But these are of the form of the equations (3) which enable us to pass from the Complete Integral considered, to the other two Integrals; hence the values of \( a \) are included among those which give either the Complete Integral, the Singular Integral, or the General Integral of the equation. And as the necessary conditions have been satisfied, we have

\[ \xi = Z, \]

or the value of \( z \) derived from the given solution coincides with the value derived from one or other of the three principal integrals.

This proves the theorem and shows that, save for special integrals, the three classes adopted include all possible solutions.

If, on solving the equations (6), the quantities \( a \) be found to be all constant, then the given solution will be a particular case of the Complete Integral. If they be found to be functions of the variables and there exist a functional relation between them of the form

\[ a_0 = \phi (a_0, a_1), \]

then the given solution will be a particular case of the General Integral. If they be found to be functions of the variables and there be no such functional relation between them, then the given solution is the Singular Integral.

*Ex. 1.* The equation

\[ pq = 4xy \]

has a complete integral in the form

\[ z = \frac{1}{a} x^2 + ay^2 + b, \]

where \( a \) and \( b \) are arbitrary constants; and

\[ z = 2xy + c \]

is another integral, \( c \) being an arbitrary constant. What is the character of the latter integral?

The general integral, derived from the complete integral, is given by

\[ z = \frac{1}{a} x^2 + ay^2 + \phi (a), \quad 0 = -\frac{x^2}{a^2} + y^2 + \phi' (a); \]

and there is no singular integral. Hence the second integral must be a particular case either of the complete integral or of the general integral; or it must be a special integral.

Forming the derivatives of the two values of \( z \), and equating them as in the text, we find

\[ \frac{2x}{a} = 2y, \quad 2xy = 2x, \]

both of which are satisfied by

\[ a = \frac{x}{y}; \]

with this value of \( a \), the complete integral becomes the second integral.

The other equations

\[ \frac{\partial f}{\partial a} + \frac{\partial f}{\partial b} = 0, \quad \frac{\partial f}{\partial y} + \frac{\partial f}{\partial y} = 0, \]

are satisfied by

\[ \frac{\partial f}{\partial a} = 0, \quad b = \text{constant}. \]

The second integral is therefore a particular case of the general integral, obtained by taking

\[ \psi (a) = c, \]

where \( c \) is the arbitrary constant in that second integral.

*Ex. 2.* The equation

\[ px - gy = (z - xy)^2 \]

has a complete integral in the form

\[ \frac{1}{xy - z^2} = \frac{xy + a}{xy + b}; \]

It is also satisfied by

\[ \psi = z - xy = 0; \]

what is the character of the latter integral?

If the latter integral can be derived from the complete integral, which may be taken in the form

\[ f = \log x + \frac{1}{z - xy} - \log (xy + a) + \log (xy + b) = 0, \]

the values of \( a \) and \( b \) must be determined by the equations

\[ \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} = 0, \quad \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} = 0, \]

that is, by the equations

\[ \frac{1}{x} = \frac{y}{xy + a} + \frac{y}{xy + b}, \quad \frac{1}{x} = \frac{y}{xy + a} + \frac{y}{xy + b}. \]
which, being incompatible with one another, do not determine \( a \) and \( b \). Thus values of \( a \) and \( b \), suitable for the required modification of the complete integral, cannot be determined; the second integral is therefore of the type called special.

Ex. 3. Assuming that a Complete Integral of \( z = pq \) is

\[ 4z = \left( ax + \frac{y}{a} + b \right)^2, \]

investigate the nature of the solution

\[ 4x - 2xy = (x^2 + y^2) \sec a + (x^2 - y^2) \tan a. \]

Ex. 4. Assuming that a Complete Integral of \( z = px + qy \) is

\[ \log z = a \log x + (1 - a) \log y + b, \]

investigate the nature of the solution

\[ z = y \phi \left( \frac{y}{x} \right). \]

Ex. 5. Assuming that a Complete Integral of \( z = px + qy + pq \) is

\[ z = ax + by + ab, \]

investigate the nature of the solution

\[ x^2 + xy = 0. \]

Ex. 6. A complete integral of the equation

\[ xp + 2yq = \frac{1}{2} \left( x^2 + y^2 \right) \]

is given by

\[ a^2 + ax = \frac{y^2}{2} + b, \]

where \( a \) and \( b \) are arbitrary constants; discuss the character of the integral

\[ yz = x^2. \]

Ex. 7. The equation \( 3px + qy + p'x^2 = 0 \) possesses two complete integrals

\[ z = a - \frac{1}{3} b'x + b'y - \frac{1}{3}, \]

\[ z = a' + \frac{1}{3} y' (x^2 + 2b'x) - \frac{1}{3}, \]

where \( a, b, a', b' \), are arbitrary constants. Show that each of these integrals is a particular form of the general integral derivable from the other.

185. In the case when there are two independent variables and one dependent variable, the three may be taken as the coordinates of a point in space; and the relations between the separate integrals can be interpreted geometrically.

A Complete Integral, being a relation between \( x, y, \) and \( z \), is the equation of a surface and it includes two arbitrary parameters. Thus the Complete Integral belongs to a doubly infinite system of surfaces, or to a singly infinite system of families of surfaces. This integral is of the form

\[ \phi(x, y, z, a, b) = 0. \]

In order to obtain a General Integral, we make one of the parameters an arbitrary function of the other, say \( b = \theta(a) \), and eliminate \( a \) between

\[ \phi(x, y, z, a, b) = 0 \]

\[ b = \theta(a) \]

\[ \frac{\partial \phi}{\partial a} + \frac{\partial \phi}{\partial b} \theta'(a) = 0 \]

This operation is really equivalent to selecting from the system of families of surfaces a representative family and finding its envelope. If a particular family be taken (which occurs when \( b \) is made a definite function of \( a \) instead of an arbitrary function), then the equation of its envelope is a particular case of the General Integral. The foregoing equations, as they stand, represent a curve drawn on the surface of the family whose parameter is \( a \), while the equation resulting from the elimination of \( a \) between them is the envelope of the family; hence the envelope touches the surface represented by the first two equations along the curve represented by the three equations. This curve is called the characteristic of the envelope; and the General Integral thus represents the envelope of a family of surfaces, considered as composed of its characteristics.

In order to obtain the Singular Integral, we eliminate the parameters between the equations

\[ \phi(x, y, z, a, b) = 0 \]

\[ \frac{\partial \phi}{\partial a} = 0 \]

\[ \frac{\partial \phi}{\partial b} = 0 \]

FDE
This operation is the same as finding the envelope of all the surfaces included in the Complete Integral; the three foregoing equations give the point of contact of the particular surface represented by the first of them with the general envelope. The Singular Integral thus represents the general envelope of all the surfaces included in the Complete Integral.

But when the elimination has taken place so as to leave a relation between \(x, y,\) and \(z,\) it is necessary to ensure that the resulting equation is that of the envelope and not that of any of the loci which are included in the same equations*. Such loci are, for instance, the locus of conical points and the locus of double lines, neither of which satisfies the differential equation. It is therefore desirable to substitute the result (when it cannot at once be recognised as the equation of an envelope) in the differential equation; it is to be retained only when it is a solution.

It may happen that the entire system of surfaces does not admit of a general envelope; in such a case the Singular Integral does not exist for the corresponding differential equation, and its non-existence will be indicated by the equations ordinarily used to obtain it. Examples will hereafter occur.

As an example to illustrate the preceding discussion of the geometrical relations between the integrals, consider the equation

\[
(a^2 + b^2 + c^2)^{\frac{1}{2}} = 1
\]

which contains two independent constants. It is easy to prove that the corresponding differential equation is

\[
(a^2 + b^2 + c^2)^{\frac{1}{2}} = 1
\]

and that the general envelope of all the planes contained in (i) is the sphere

\[
(a^2 + b^2 + c^2) = 1
\]

Hence (ii) is the Singular Integral of (i), and the sphere represented by (ii) touches each of the planes represented by (i) in a point.

To obtain the General Integral we eliminate \(a\) between

\[
\begin{align*}
ax + by + cz + (a^2 + b^2 + c^2)^{\frac{1}{2}} &= 1 \\
ax + by + cz &= (a^2 + f(a)^2)^{\frac{1}{2}} = 0
\end{align*}
\]

in which \(f(a)\) is an arbitrary function. This is clearly the envelope of a family of planes the equation of which contains only one parameter; and it is therefore a developable surface. The equation of any developable surface, which envelopes the sphere, is thus included in the above General Integral. The process of making \(b\) a function of \(a\) is equivalent to drawing on the sphere some definite curve; and the developable surface is the envelope of the tangent planes to the sphere at points which lie on this line.

186. The explanation of § 182 shows how the Singular Integral may be derived from a Complete Integral; it is, however, possible to derive it directly from the differential equation, as is the case (§ 27) in ordinary differential equations.

For the sake of brevity, suppose that there are only two independent variables. Let the equation be

\[
\psi(x, y, z, p, q) = 0,
\]

of which a Complete Integral is

\[
F(x, y, z, a, b) = 0,
\]

where \(a\) and \(b\) are arbitrary constants; the Singular Integral is obtained by combining the equation \(F = 0\) with

\[
\frac{\partial F}{\partial a} = 0, \quad \frac{\partial F}{\partial b} = 0
\]

Since \(F = 0\) is the integral of the differential equation the values of \(x, p, q,\) derived from the integral will render \(\psi = 0\) an identity; and the substitution of the values of \(p\) and \(q\) (but not that of \(x\)) derived from \(F = 0\) will in general render \(\psi = 0\) equivalent to the integral equation. Let this latter substitution be made, so that \(p\) and \(q\) are replaced by functions of \(x, y, z, a, b;\) then, in order to find the Singular Integral, we must form the equations analogous to (A), which equations are

\[
\begin{align*}
\frac{d\psi}{dp} + \frac{d\psi}{dq} &= 0, \\
\frac{d\psi}{da} + \frac{d\psi}{d\alpha} &= 0, \\
\frac{d\psi}{dp} + \frac{d\psi}{d\beta} &= 0
\end{align*}
\]

These equations may be satisfied in two ways: firstly, by writing

\[
\frac{d\psi}{dp} = 0 = \frac{d\psi}{dq}
\]
secondly, if \( \frac{\partial \psi}{\partial p} \) and \( \frac{\partial \psi}{\partial q} \) do not vanish, then

\[
\frac{\partial p}{\partial a} \frac{\partial q}{\partial b} - \frac{\partial p}{\partial b} \frac{\partial q}{\partial a} = 0.
\]

The latter equation implies a relation of the form

\[
\phi(p, q) = 0,
\]

which does not involve either \( a \) or \( b \), but may involve quantities multiplying \( a \) and \( b \) in the expressions for \( p \) and \( q \); that is, quantities depending on \( x \), \( y \), and \( z \). If both the arbitrary constants occur in \( p \) and \( q \) (which does not always happen) the equation \( \phi = 0 \) would imply that they are effectively only one, or that one of them is a function of the other; the equations used then give the General Integral, with which we are not now concerned.

We thus return to

\[
\frac{\partial \psi}{\partial p} = 0, \quad \frac{\partial \psi}{\partial q} = 0;
\]

the elimination of \( p \) and \( q \), between these and \( \psi = 0 \), will furnish a relation between \( x \), \( y \), \( z \), which is independent of any arbitrary constant. If this relation satisfy the differential equation, it is the Singular Integral. When the relation is found by this method, it is necessary to see whether the differential equation is satisfied.

The reason that this precaution is necessary is similar to that which renders the corresponding precaution necessary in the case of ordinary differential equations. When the surfaces represented have an envelope, this envelope will be given by the equations

\[
\psi = 0; \quad \frac{\partial \psi}{\partial p} = 0; \quad \frac{\partial \psi}{\partial q} = 0.
\]

But these same equations will be satisfied by the coordinates of any pinch-point on one of the surfaces represented by the complete integral; the locus of these pinch-points, however, is easily seen not to be a solution of the equation. The equations will also be satisfied by the coordinates of any point \( P \) at which two different surfaces of the system touch, and therefore by the equation of the surface which is the locus of these points. But this surface has

not necessarily for its tangent plane at \( P \) that tangent plane which is common to the two surfaces, and therefore the values of \( p \) and \( q \) (which give the direction cosines of the tangent plane) derived from this new locus are not the values of \( p \) and \( q \) which satisfy the given equation \( \psi = 0 \). Such a locus corresponds to what was before called the tac-locus (§ 27); and, while it may not be the only locus (other than the envelope) which is introduced, the possibility of its presence renders necessary an enquiry whether the equation between \( x \), \( y \), \( z \), satisfies the differential equation.

As in the case of ordinary differential equations of the first order (§ 28), an analytical test of the form of the equation can be assigned when it possesses a singular integral. When the latter exists, it arises through the elimination of \( p \) and \( q \) between

\[
\psi = 0, \quad \frac{\partial \psi}{\partial p} = 0, \quad \frac{\partial \psi}{\partial q} = 0.
\]

Imagine the last two equations solved, so as to express \( p \) and \( q \) in terms of \( x \), \( y \), \( z \); and let their values be substituted in \( \psi \). Denoting the new value of \( \psi \) by \( \psi' \), we have

\[
\psi' = 0;
\]

and this equation is then to provide a solution of the differential equation. In order that the requirement may be satisfied, the proper values of \( p \) and \( q \) must be given by \( \psi' = 0 \); and they must be the values deduced from

\[
\frac{\partial \psi}{\partial p} = 0, \quad \frac{\partial \psi}{\partial q} = 0.
\]

The values of \( p \) and \( q \) are given by

\[
\frac{\partial \psi'}{\partial x} + p \frac{\partial \psi'}{\partial z} = 0, \quad \frac{\partial \psi'}{\partial y} + q \frac{\partial \psi'}{\partial z} = 0.
\]

But \( \psi = \psi' \); and therefore

\[
\frac{\partial \psi'}{\partial x} + p \frac{\partial \psi'}{\partial z} + \frac{\partial \psi'}{\partial x} + q \frac{\partial \psi'}{\partial z} = 0, \quad \psi' = 0.
\]

\[
\frac{\partial \psi'}{\partial y} + q \frac{\partial \psi'}{\partial z} + \frac{\partial \psi'}{\partial y} + q \frac{\partial \psi'}{\partial z} = 0, \quad \psi' = 0;
\]
or, since \( \frac{\partial \psi}{\partial p} = 0, \frac{\partial \psi}{\partial q} = 0 \), the values of \( p \) and \( q \) satisfy the equations

\[
\frac{\partial \psi}{\partial x} + p \frac{\partial \psi}{\partial y} = 0, \quad \frac{\partial \psi}{\partial y} + q \frac{\partial \psi}{\partial x} = 0.
\]

Accordingly we infer that, if a singular integral of the equation \( \psi(x, y, z, p, q) = 0 \) exists, it must simultaneously satisfy the equations

\[
\psi = 0, \quad \frac{\partial \psi}{\partial p} = 0, \quad \frac{\partial \psi}{\partial q} = 0,
\]

\[
\frac{\partial \psi}{\partial x} + p \frac{\partial \psi}{\partial y} = 0, \quad \frac{\partial \psi}{\partial y} + q \frac{\partial \psi}{\partial x} = 0.
\]

We have seen that an integral satisfying the first three of these equations is a singular integral; we have just proved that then it must satisfy the remaining two; and thus we infer that an integral satisfying all five equations is a singular integral of the original differential equation.

**Ex. 1.** The differential equation

\[ s^2(1 + p^2 + q^2) = \lambda^2 (x + px)^2 + (y + qy)^2 \]

has for its complete integral

\[ (x - a \cos \alpha)^2 + (y - a \sin \alpha)^2 + z^2 - \lambda^2 a^2 = 0, \]

\( \lambda \) being supposed a determinate constant. Forming the envelope of this sphere by taking

\[ F = (x - a \cos \alpha)^2 + (y - a \sin \alpha)^2 + z^2 - \lambda^2 a^2 = 0, \]

we easily find it to be

\[ \lambda^2 (x^2 + y^2 + z^2) = z^2. \]

Now taking

\[ \psi = s^2(1 + p^2 + q^2) - \lambda^2 (x + px)^2 + (y + qy)^2 \]

and following the rule for deriving the Singular Integral from the differential equation, we have

\[ \frac{\partial \psi}{\partial p} = 2px^2 - 2\lambda^2 z (x + px) = 0, \]

\[ \frac{\partial \psi}{\partial q} = 2qy^2 - 2\lambda^2 z (y + qy) = 0. \]

The last two equations are satisfied by \( z = 0 \) which, though free from \( p \) and \( q \), is not a solution of the differential equation. In fact, by drawing a figure it is easily seen that \( z = 0 \) is a tac-locus, being the plane which contains the points of contact of the different non-consecutive spheres with one another obtained by giving all possible values to \( \alpha \) and \( \beta \).

As regards the analytical test at the end of § 186, the two additional equations are

\[ z(1 + p^2 + q^2) = \lambda^2 (x + px) + \lambda^2 (y + qy), \]

\[ z(1 + p^2 + q^2) = \lambda^2 (y + qy) + \lambda^2 (x + px). \]

They are satisfied by \( z = 0 \) and accordingly is not a singular integral.

They are satisfied by values of \( p \) and \( q \) given by

\[ p^2 - \lambda^2 (x + px) = 0, \quad q^2 - \lambda^2 (y + qy) = 0. \]

Accordingly the integral, obtained by eliminating \( p \) and \( q \) between these various equations, is a singular integral. It is

\[ \lambda^2 (x^2 + y^2 + z^2) = z^2, \]

which therefore is the singular integral.

**Ex. 2.** Consider the system of cones

\[ (x - a \cos \beta)^2 + (y - a \sin \beta)^2 = \left( \frac{z}{a} \right)^2, \]

in which \( a, \beta \) are arbitrary constants; the corresponding differential equation is easily obtained. The equations, which give the envelope, are

\[ \sin \beta (x - a \cos \beta) - \cos \beta (y - a \sin \beta) = 0, \]

\[ \left( \frac{x}{m} \right)^2 + \left( \frac{y}{m} \right)^2 = \left( \frac{z}{m} \right)^2. \]

These are satisfied by

\[ x = a \cos \theta, \quad y = a \sin \theta, \quad z = \frac{a}{m}, \]

which give

\[ x^2 + y^2 = a^2, \]

but \( z \) is arbitrary.

The equations are also satisfied by

\[ z = \frac{2a}{m}, \quad x \sin \theta = y \cos \theta, \]

and the corresponding eliminant is

\[ x^2 + y^2 = \left( \frac{a}{\sqrt{4a}} \right)^2. \]
The last equation represents the envelope; the doubly infinite system of cones is generated by the revolution, round the directrix of a parabola, of all the right circular cones whose vertices lie on the tangent at the vertex to the parabola, and one slant side of any one of which coincides with the tangent to the parabola drawn through the vertex of the cone. The equation

\[ x^2 + y^2 = a^2 \]

is that of the cylinder on which lie all the (singular) circles which are the loci of the vertices of the cones in the revolution round the directrix.

For fuller information on the subject of the Singular Integrals of partial differential equations of the first order, a memoir of Darboux, Mémoires de l'Institut de France, t. xxvii. (1880), should be consulted. Reference may also be made to the author's Theory of Differential Equations, vol. v., ch. vii.

**Lagrangian’s Linear Equation.**

187. We have seen that among the integrals of a differential equation there is one—the General Integral—into the expression of which an arbitrary function enters; the deduction of the differential equation from the integral implies the elimination of this arbitrary function. The simplest form possible for an integral of this nature, when there are two independent variables, is the equation

\[ \phi(u, v) = 0 \] ..........................(i),

in which \( \phi \) is an arbitrary functional symbol, and \( u \) and \( v \) are definite functions of \( x, y, \) and \( z \). In order to eliminate \( \phi \), we differentiate with respect to each of the independent variables. Then

\[
\begin{align*}
\frac{\partial \phi}{\partial u} \left( \frac{\partial u}{\partial x} + p \frac{\partial u}{\partial z} \right) + \frac{\partial \phi}{\partial v} \left( \frac{\partial v}{\partial x} + p \frac{\partial v}{\partial z} \right) &= 0, \\
\frac{\partial \phi}{\partial u} \left( \frac{\partial u}{\partial y} + q \frac{\partial u}{\partial z} \right) + \frac{\partial \phi}{\partial v} \left( \frac{\partial v}{\partial y} + q \frac{\partial v}{\partial z} \right) &= 0.
\end{align*}
\]

Therefore

\[
\left( \frac{\partial u}{\partial x} + p \frac{\partial u}{\partial z} \right) \left( \frac{\partial v}{\partial y} + q \frac{\partial v}{\partial z} \right) = \left( \frac{\partial u}{\partial y} + q \frac{\partial u}{\partial z} \right) \left( \frac{\partial v}{\partial x} + p \frac{\partial v}{\partial z} \right);
\]

which, on rearrangement, gives

\[ Pp + Qq = R \] ..........................(ii),

where

\[
\begin{align*}
P &= \frac{\frac{\partial u}{\partial x} + \frac{\partial u}{\partial y}}{\frac{\partial v}{\partial x} + \frac{\partial v}{\partial y}} = \frac{\frac{\partial u}{\partial x} + \frac{\partial u}{\partial y}}{\frac{\partial v}{\partial x} + \frac{\partial v}{\partial y}} \\
Q &= \frac{\frac{\partial u}{\partial x} + \frac{\partial u}{\partial z}}{\frac{\partial v}{\partial x} + \frac{\partial v}{\partial z}} = \frac{\frac{\partial u}{\partial x} + \frac{\partial u}{\partial z}}{\frac{\partial v}{\partial x} + \frac{\partial v}{\partial z}}
\end{align*}
\]

or, what are the equivalents of these,

\[
\begin{align*}
P \frac{\partial u}{\partial x} + Q \frac{\partial u}{\partial y} + R \frac{\partial u}{\partial z} = 0 \\
P \frac{\partial v}{\partial x} + Q \frac{\partial v}{\partial y} + R \frac{\partial v}{\partial z} = 0
\end{align*}
\]

(iii).

Hence, when we have a differential equation of the form (ii), into which the differential coefficients enter linearly while the quantities multiplying these may be any functions of \( x, y, z \), we have a corresponding integral given by (i), provided we can obtain \( u \) and \( v \) in order to insert them in that integral equation. A differential equation of this form is said to be linear. The difficulty in constructing the solution is the derivation of the functions \( u \) and \( v \).

188. Now let us consider the equations \( u = a \) and \( v = b \), where \( a \) and \( b \) are arbitrary constants, and let us form the differential equations corresponding to them. We have

\[
\begin{align*}
\frac{\partial u}{\partial x}dx + \frac{\partial u}{\partial y}dy + \frac{\partial u}{\partial z}dz &= 0, \\
\frac{\partial v}{\partial x}dx + \frac{\partial v}{\partial y}dy + \frac{\partial v}{\partial z}dz &= 0,
\end{align*}
\]

and therefore

\[
\begin{align*}
dx = \frac{dy}{q} = \frac{dz}{p} \\
\frac{\frac{\partial u}{\partial y} dx + \frac{\partial u}{\partial z} dz}{\frac{\partial v}{\partial y} dx + \frac{\partial v}{\partial z} dz} &= \frac{\frac{\partial u}{\partial y} dx + \frac{\partial u}{\partial z} dz}{\frac{\partial v}{\partial y} dx + \frac{\partial v}{\partial z} dz}
\end{align*}
\]

or

\[
\frac{dx}{P} = \frac{dy}{Q} = \frac{dz}{R} \] ..................................(iv).

These are the differential equations which have for their integrals \( u = a \) and \( v = b \); they can be formed at once from the
coefficients in the differential equation. We thus have the following rule:—

To obtain an integral of the linear equation

\[ Pp + Qq = R, \]

write down the subsidiary equations

\[ \frac{dx}{P} = \frac{dy}{Q} = \frac{dz}{R}, \]

and obtain two independent integrals of the latter; let these be

\[ u = a \text{ and } v = b. \]

Then an integral of the partial differential equation is given by

\[ \phi(u, v) = 0, \]

where \( \phi \) denotes an arbitrary function.

An arbitrary functional relation between \( u \) and \( v \) of any form will be satisfactory; thus we might have

\[ u = \psi(v), \]

where \( \psi \) is an arbitrary function.

189. This rule enables us to obtain an integral involving an arbitrary function; it will now be shown to provide all solutions of the equation which are not of the type called special.

Let \( u = a, v = b \), be two independent integrals of the subsidiary equations

\[ \frac{dx}{P} = \frac{dy}{Q} = \frac{dz}{R}, \]

so that, as

\[ u_a dx + u_y dy + u_z dz = 0, \]
\[ v_a dx + v_y dy + v_z dz = 0, \]

are each of them satisfied in virtue of these subsidiary equations, we have

\[ u_a P + u_y Q + u_z R = 0, \]
\[ v_a P + v_y Q + v_z R = 0, \]

and therefore

\[ \begin{align*}
\begin{bmatrix}
P \\
Q \\
R
\end{bmatrix} &= \begin{bmatrix}
u_a, 
\nu_y, 
\nu_z
\end{bmatrix} \begin{bmatrix}
u_x, 
\nu_y, 
\nu_z
\end{bmatrix}
= \begin{bmatrix}
u_x, 
\nu_y
\end{bmatrix} = M,
\end{align*} \]

say, where \( M \) is the common value of the three fractions.

Consider now any integral of the partial differential equation

\[ Pp + Qq = R. \]

The value of \( x \) which it gives, and the derived values of \( p \) and \( q \), satisfy the equation identically. Let this value of \( x \) be substituted in \( u \) and \( v \), making them functions of \( x \) and \( y \) only; in this form, let their values be denoted by \( u' \) and \( v' \) so that, in association with the integral of the equation, we have

\[ u' = u, \quad v' = v. \]

Thus

\[ \frac{\partial u'}{\partial x} = u_a + pu_x, \quad \frac{\partial v'}{\partial x} = v_a + pv_x, \]
\[ \frac{\partial u'}{\partial y} = u_y + qu_x, \quad \frac{\partial v'}{\partial y} = v_y + qv_x, \]

and therefore, if \( J \) denote the Jacobian of \( u' \) and \( v' \) with regard to \( x \) and \( y \),

\[ J = \frac{\partial u'}{\partial x} \frac{\partial v'}{\partial y} - \frac{\partial u'}{\partial y} \frac{\partial v'}{\partial x} = (u_a + pu_x)(v_y + qv_x) - (u_y + qv_x)(u_a + pv_x) = \begin{vmatrix}
u_a, 
\nu_x, 
\nu_y + p
\end{vmatrix} \begin{vmatrix}
u_x, 
\nu_y, 
\nu_z
\end{vmatrix} = \begin{vmatrix}
u_x, 
\nu_y
\end{vmatrix} \begin{vmatrix}
u_x, 
\nu_y, 
\nu_z
\end{vmatrix} = \frac{1}{M}(R - Pp - Qq). \]

If then \( M \) is not zero, the right-hand side vanishes because the differential equation is satisfied by the integral; and therefore

\[ J = 0, \]

an equation that is satisfied identically, because it is not satisfied in virtue of \( u = a \) and \( v = b \).
Now $u'$ and $v'$ are functions of $x$ and $y$; as their Jacobian vanishes, there is some functional relation between them, and therefore there is some relation of the form

$$\phi(u', v') = 0.$$ 

But, in association with the integral of the partial differential equation, we have $u' = u$, $v' = v$; and therefore that integral is included in the equation

$$\phi(u, v) = 0.$$ 

But $M$ might be zero. For instance, this would be the case if

$$P = 0, \quad Q = 0, \quad R = 0;$$

for as $u$ and $v$ are independent integrals of the subsidiary equations, not more than one of the minors at the utmost in the fractional expressions for $M$ can vanish. In that particular case, we could not infer that $J$ must vanish; and therefore we cannot assert that a singular integral must be given by an equation of the type

$$\phi(u, v) = 0.$$ 

Such an integral would however arise by equating to zero some common factor of $P, Q, R$; the vanishing of this would make $P, Q, R$ all vanish; and its existence could be determined by initial inspection of the equation.

The question arises as to whether $M$ can vanish in any other circumstance. To test this, take any particular value of $x$, say $x = c$, and any arbitrary values of $y$ and $z$, say $y = \alpha$ and $z = \beta$, such that not more than one of the three quantities $P, Q, R$, vanishes when $x = c$, $y = \alpha$, $z = \beta$; in particular, suppose that $P$ does not vanish for these values.

Consider the subsidiary equations in the form

$$\frac{dy}{dx} = \frac{Q}{P}, \quad \frac{dz}{dx} = \frac{R}{P}.$$ 

It is known, by a theorem due to Cauchy*, that integrals of these equations exist under particular conditions, as follows:

Let the functions $P, Q, R$, be regular for values of $x, y, z,$

* See the author’s *Theory of Differential Equations*, vol. II. §§ 10—12.

in the vicinity of $x = c$, $y = \alpha$, $z = \beta$, so that they are expandible as series of powers of $x - c$, $y - \alpha$, $z - \beta$, having positive whole numbers for their indices; and suppose that $P$ does not vanish for $x = c$, $y = \alpha$, $z = \beta$. Then solutions of the equations exist, uniquely determined by the condition that $y$ and $z$ acquire the values $\alpha$ and $\beta$ respectively when $x = c$.

Let these integrals in the present case be denoted by

$$y - \alpha = a_1(x - c) + a_2(x - c)^2 + \ldots = P(x - c),$$

$$z - \beta = \beta_1(x - c) + \beta_2(x - c)^2 + \ldots = Q(x - c);$$

then as

$$\frac{Q}{P} = a_1 + 2a_2(x - c) + \ldots,$$

$$\frac{R}{P} = \beta_1 + 2\beta_2(x - c) + \ldots,$$

and as $Q$ and $R$ do not both vanish when $x = c$, $y = \alpha$, $z = \beta$, the two quantities $a_1$ and $\beta_1$ are not zero together.

Now the integrals $u = a$, $v = b$, of the subsidiary equations must be consistent with these integrals, for the latter are the only integrals of the equations that satisfy the assigned conditions. Let them be written in the forms

$$u(x, y, z) = a, \quad v(x, y, z) = b;$$

then each of the equations

$$u(x, a + P, \beta + Q) = a,$$

$$v(x, a + P, \beta + Q) = b,$$

is an identity, so that when the left-hand sides are expanded in powers of $x - c$, the coefficients of the various powers must vanish. Taking, in each of them, the coefficient of the first power, we have

$$v_a + a_1u_a + \beta_1v_\beta = 0,$$

$$u_a + a_1u_a + \beta_1v_\beta = 0,$$

where $u_a, v_a, u_\beta, v_\beta$, are the values of $u_x, u_y, u_z$, for the set of values $x = c, y = \alpha, z = \beta$, substituted in all of them, and similarly for
\( v_x, v_y, v_z \). The quantities \( \alpha \) and \( \beta \) are determinate, and they are not both zero; hence not more than one of the three minors

\[
\begin{vmatrix}
v_{x\alpha}, & v_{x\beta} \\ v_{y\alpha}, & v_{y\beta} \\
v_{z\alpha}, & v_{z\beta}
\end{vmatrix}
\]

can be zero; and, in particular, \( u_x v_\beta - v_x u_\beta \) cannot be zero.

Consequently the minor

\[
\begin{vmatrix}
u_x, & v_z \\ v_y, & v_z
\end{vmatrix}
\]

cannot vanish identically.

Nor can this minor vanish in virtue of any integral

\[ f(x, y, z) = 0 \]

of the original partial differential equation. The quantities \( c, \alpha, \beta \), have been arbitrarily chosen, subject only to the limitation that, at the utmost, not more than one of the magnitudes \( P, Q, R \), shall vanish—in particular, that \( P \) does not vanish—when \( x = c, y = \alpha, z = \beta \). Now let them be chosen so that they satisfy the equation \( f = 0 \), so that

\[ f(c, \alpha, \beta) = 0. \]

Then the integral, defined by the original equation \( f = 0 \), acquires the value \( \beta \) when \( x = c \) and \( y = \alpha \).

If the minor \( u_y v_x - v_y u_x \) were to vanish for all values of \( x, y, z \), subject to the relation \( f(x, y, z) = 0 \), it would be zero for any particular set of values subject to that relation. But \( u_y v_x - v_y u_x \) is not zero; and therefore \( u_y v_x - v_y u_x \) does not vanish for all values of \( x, y, z \), subject to the relation \( f = 0 \); in other words, \( u_y v_x - v_y u_x \) does not vanish when for \( x \) we substitute its value as given by the integral under consideration. Hence, as we have

\[ M (u_y v_x - v_y u_x) = P, \]

it follows that \( M \) does not vanish. Therefore the integral is included in the equation

\[ \phi(u, v) = 0. \]

In order to establish the preceding result\(^*\), the quantities \( c, \alpha, \beta \), have been chosen so as to satisfy the equation

\[ f(x, y, z) = 0, \]

which gives the integral, and at the same time so that not more than one at most of the coefficients \( P, Q, R \), should become zero when \( x = c, y = \alpha, z = \beta \). This of course is possible and imposes no limitation. But it has been assumed that each of the quantities \( P, Q, R \), is expressible as a series of positive integral powers of \( x - c, y - \alpha, z - \beta \); if the assumption is not justified by the form of those quantities, Cauchy's theorem is not applicable, and the inferences cannot be maintained. We are not then in a position to assert that the integral is included in the equation

\[ \phi(u, v) = 0. \]

190. In the preceding argument, it has been assumed that \( P \) does not vanish in connection with the equations

\[
\begin{align*}
\frac{dy}{dx} & = \frac{Q}{P}, \\
\frac{dz}{dx} & = \frac{R}{P},
\end{align*}
\]

as associated with the integral

\[ f(x, y, z) = 0 \]

of the original partial differential equation.

In the same way, as connected with the equations

\[
\begin{align*}
\frac{dx}{dy} & = \frac{P}{Q}, \\
\frac{dz}{dy} & = \frac{R}{Q},
\end{align*}
\]

having \( u' = a \) and \( v' = b \) for integrals, \( Q \) must not vanish in connection with that integral \( f = 0 \) if the latter is necessarily to be included in the equation \( \phi(u', v') = 0; \) and as connected with the equations

\[
\begin{align*}
\frac{dx}{dz} & = \frac{P}{R}, \\
\frac{dy}{dz} & = \frac{Q}{R},
\end{align*}
\]

\(^*\) The proof that has just been given is based partly upon the proof given by Goursat, *Lectures sur l'intégration des équations aux dérivées partielles du premier ordre*, § 18. A different proof is given by Chrystal, *Trans. Roy. Soc. Edin.*, vol. xxxvi. (1892), pp. 551–562; he also indicates fallacies that occur in several of the ordinarily accepted proofs.
having \( u'' = \alpha \) and \( v'' = \beta \) for integrals, \( R \) must not vanish in connection with an integral \( f = 0 \) of the original equation if the latter is necessarily to be included in the equation \( \phi (u'', v'') = 0 \).

It therefore appears that exceptions to the complete comprehensiveness of the equation

\[
\phi (u, v) = 0
\]

may arise in the case of an integral \( f = 0 \) if, in connection with that integral, either \( P = 0 \), or \( Q = 0 \), or \( R = 0 \), or if \( P, Q, R \) are not expressible as regular functions of \( c - \alpha, y - \alpha, z - \beta \), where \( c, \alpha, \beta \), are particular values of the variables satisfying \( f = 0 \).

All integrals, which are not included in the equation \( \phi (u, v) = 0 \), will be called special.

191. Corollary. When either of the equations \( u - a = 0 \) and \( v - b = 0 \) involves \( z \), it is an integral of the differential equation. For the general solution may be written

\[
u = \psi (v),
\]

where \( \psi \) is an arbitrary function. Take then \( \psi (v) = ax^a \), where \( a \) is an arbitrary constant; the equation becomes \( u - a = 0 \), which is the first of the stated integrals. Similarly for the second.

These results can be obtained independently. The foregoing article shews that, in order that \( \psi (x, y, z) = 0 \) may be an integral, we must have

\[
P \frac{\partial \psi}{\partial x} + Q \frac{\partial \psi}{\partial y} + R \frac{\partial \psi}{\partial z} = 0.
\]

But the equations

\[
P \frac{\partial u}{\partial x} + Q \frac{\partial u}{\partial y} + R \frac{\partial u}{\partial z} = 0,
\]

\[
P \frac{\partial v}{\partial x} + Q \frac{\partial v}{\partial y} + R \frac{\partial v}{\partial z} = 0,
\]

are actually satisfied; hence \( u - a = 0 \) and \( v - b = 0 \) are integrals, with the limitations indicated.

To equations of the form

\[
P \frac{\partial \psi}{\partial x} + Q \frac{\partial \psi}{\partial y} + R \frac{\partial \psi}{\partial z} = 0
\]

we shall return in § 194.

192. We thus see that, when there is a single arbitrary function entering simply (that is, without any derivatives) into an integral equation, the corresponding differential equation is necessarily linear; and that the linear differential equation has, for its most general integral, a relation into which an arbitrary function enters. We therefore infer that, in the case of a differential equation which is not linear, the arbitrary function which is essential to the General Primitive cannot enter in a manner similar to that in which the arbitrary function enters in the foregoing equation; in fact, with it will be associated in the General Primitive its first differential coefficient.

193. In the foregoing discussion, we have limited ourselves to the case of two independent variables; the proof of the method when there are \( n \) independent variables follows the former on exactly the same lines, and the corresponding rule is:

To obtain the most general integral of the linear equation

\[P_1 p_1 + P_2 p_2 + P_3 p_3 + \cdots + P_n p_n = R,
\]

form the subsidiary equations

\[
\frac{dx_1}{P_1} = \frac{dx_2}{P_2} = \cdots = \frac{dx_n}{P_n} = \frac{dz}{R};
\]

and obtain \( n \) independent integrals of these equations; let them be

\[u_1 = a_1, u_2 = a_2, \ldots, u_n = a_n.
\]

Connect these quantities \( u \) by an arbitrary functional relation

\[
\phi (u_1, u_2, \ldots u_n) = 0;
\]

the resulting equation is the integral required.

The proof of this, as well as that of the corresponding corollaries, viz. that, when any of the equations \( u_1 = a_1, u_2 = a_2, \ldots, u_n = a_n \), involve \( z \), they are integrals of the equation, is not difficult.

Further, it can be proved that the equation

\[
\phi (u_1, u_2, \ldots, u_n) = 0
\]

contains all integrals of the partial differential equation which are not of the type called special: the proof can be made to follow the lines of the proof given in § 189 for the case of two variables. The instances of exception from the theorem arise in a similar manner to the corresponding instances of exception from the theorem as stated in § 190.
Ex. 1. Solve the equation \( xp + yq = z \).

Lagrange's subsidiary equations are
\[
\frac{dx}{x} = \frac{dy}{y} = \frac{dz}{z},
\]
of which two integrals are \( z = ay, z = bx \); hence the solution of the equation is
\[
\Phi \left( \frac{z}{y}, \frac{z}{x} \right) = 0.
\]

It can be exhibited in the forms
\[
\frac{z}{y} = \psi \left( \frac{z}{x} \right), \quad \frac{z}{x} = \chi \left( \frac{z}{y} \right),
\]
which three are easily seen to be equivalent to one another.

Ex. 2. Solve the equation
\[(mz - ny) p + (mx - lx) q = ly - mx.\]

Lagrange's subsidiary equations are
\[
\frac{dx}{mz - ny} = \frac{dy}{mx - lx} = \frac{dz}{ly - mx};
\]
Hence \( xdx + ydy + zdz = 0 \), whence \( x^2 + y^2 + z^2 = u \);
and
\( ldx + mdy + ndz = 0 \), whence \( lx + my + nz = b \);
thus the integral of the equation is
\( ls + my + nz = \Phi (x^2 + y^2 + z^2) \).

Ex. 3. Solve the equations:

(i) \( x^2 p - xyp + y^2 = 0 \);
(ii) \( xsp + yqp = xy \);
(iii) \( (y^2 + z^2 - x^2) p - 2xyzq + 2xz = 0 \);
(iv) \( z - xq - yq = a (x^2 + y^2 + z^2) \);
(v) \( (a - x) p + (b - y) q = c - z \);
(vi) \( (y^2 x - 2x^2) p + (2y^2 - x^2) q = 2x (x^2 - y^2) \);
(vii) \( p \tan x + q \tan y = \tan z \);
(viii) \( (11x - 6y + 2z) p - (6x - 10y + 4z) q = 2x - 4y + 6z \);
(ix) \( x_1 p_1 + (x + x_2) p_2 + (x + x_3) p_3 = x_2 + x_3 \).

Ex. 4. Solve the equation
\[(x_1 + x_2 + x_3) p_1 + (x_3 + x_1 + x_2) p_2 + (x_1 + x_2 + x_3) p_3 = x_1 + x_2 + x_3.\]

Lagrange's subsidiary equations are
\[
\frac{dx_1}{x_1 + x_2 + z} = \frac{dx_2}{x_2 + x_1 + z} = \frac{dx_3}{x_3 + x_2 + x_1 + z};
\]
Each of these equal fractions
\[
\frac{dx - dx_1}{(z - x_1)} = \frac{dx - dx_2}{(z - x_2)} = \frac{dx - dx_3}{(z - x_3)} = \frac{dx - dx_1 + dx_2 + dx_3}{3 (z + x_1 + x_2 + x_3)};
\]
Integrals of these are
\[
\Phi (z - x_1) S^a, \quad (z - x_2) S^b, \quad (z - x_3) S^c = 0,
\]
and therefore the integral of the equation is
\[
\phi (z - x_1) S^a, \quad (z - x_2) S^b, \quad (z - x_3) S^c = 0,
\]
where \( S \) stands for \( z + x_1 + x_2 + x_3 \).

Ex. 5. Prove that, if the variables in the last example be connected by the relation
\[
x_1^2 + x_2^2 + x_3^2 = 1
\]
when \( z = 0 \), the integral is
\[
\{(x_1 - z)^2 + (x_2 - z)^2 + (x_3 - z)^2\} (x_1 + x_2 + x_3 + x_3 - 3z)^2 = (x_1 + x_2 + x_3 - 3z)^2.
\]

Ex. 6. Solve the equations:

(i) \( p_1 + p_2 x + p_3 x = n z \);
(ii) \( p_1 x + p_2 x + p_3 x = a x + x p_1 \);
(iii) \( x_1 p_1 + x_2 x_2 p_2 + x_3 x_3 p_3 = x_1 x_2 x_3 \).

Ex. 7. In order to illustrate the general theory in § 189, consider the equation
\[
yz - x^2 = 0,
\]
which provides an integral of the equation
\[
px + yq = z,
\]
already discussed in Ex. 1. The integrals of the subsidiary equations are
\[
\frac{z}{y} = a, \quad \frac{z}{x} = b,
\]
With the notation of § 189, we choose constants \( c, a, \beta \), such that
\[
c^2 - \beta^2 = 0;\]
and then
\[ z - \beta = -\beta + a a + a (y - a), \]
\[ z - \beta = -\beta + b c + b (x - c). \]
We take
\[ a = \frac{\beta}{a}, \quad b = \frac{\beta}{c}; \]
and then
\[ z - \beta = \frac{\beta}{a} (x - c), \quad y - a = \frac{\beta}{c} (x - c). \]
Then, still with the notation of § 189, we have
\[ u_n = -\frac{\beta}{a^2}, \quad u_{n+1} = -\frac{\beta}{a}, \quad u_0 = 0, \quad v_0 = \frac{1}{c}; \]
thus \( u_n v_n - u_n u_{n+1} \) is not zero. The coefficients \( P, Q, R \), being \( z, y, z \), are regular in the vicinity of the values \( a, n, \beta \) of the variables. Hence \( yz - x^2 = 0 \) is included in the general solution
\[ \phi \left( \frac{z}{y}, \frac{x}{z} \right) = 0; \]
in particular, it is included in the equation
\[ \left( \frac{z}{y} \right)^2 - \frac{z}{x} = 0. \]

Ex. 8. Consider the equation
\[ (1 + (z - x - y)^2) p + q = 0, \]
which is discussed by Chrysall in the memoir already quoted. The subsidiary equations are
\[ dx \quad dy \quad dz \]
\[ 1 + (z - x - y)^2 = \frac{dy}{dx} = \frac{dz}{dx}, \]
and we can take
\[ u = 2z - x, \quad v = y + 2 (z - x - y)^2. \]
Now the relation
\[ z = x + y \]
is easily seen to be an integral of the equation; we see equally easily that it cannot be included in any form
\[ \phi (u, v) = 0. \]
As a matter of fact, making the quantities \( c, a, \beta \), satisfy the condition
\[ \beta = c + a, \]
we notice that the coefficient \( P \), which is \( 1 + (z - x - y)^2 \), is not uniform in the vicinity of \( x = c, y = a, z = \beta \), and cannot be expanded in integral powers of \( x - c, y - a, z - \beta \). Hence, by the general theory in § 189, we are not entitled to expect that the integral can be included in the form
\[ \phi (u, v) = 0. \]

Ex. 9. Obtain the general integral of the equation
\[ (x^2 + z^2 - 1) p + (x y + (1 - z^2)) (x^2 + y^2 + z^2 - 1) q = 0; \]
and discuss the relation (if any) borne to it by the integral
\[ x^2 + y^2 + z^2 = 1. \]
(Goursat.)

194. In the course of § 191, we had the equation
\[ P \frac{\partial \psi}{\partial z} + Q \frac{\partial \psi}{\partial y} + R \frac{\partial \psi}{\partial z} = 0, \]
where \( P, Q, R \), are functions of \( x, y, z \). This is a specialised form of the more general equation
\[ R_1 p_1 + R_2 p_2 + \ldots + R_n p_n = 0, \]
where \( R_1, \ldots, R_n \), are functions of the \( n \) independent variables \( x_1, \ldots, x_n \), and do not involve the dependent variable \( z \).

As in § 193, we form a subsidiary system
\[ \frac{dx_1}{R_1} = \frac{dx_2}{R_2} = \ldots = \frac{dx_n}{R_n}, \]
of \( n - 1 \) ordinary simultaneous equations; and we construct \( n - 1 \) independent integrals (the simpler the better) of these \( n - 1 \) equations. Let these integrals be
\[ u_m = u_m (x_1, \ldots, x_n) = a_m, \quad (m = 1, \ldots, n - 1), \]
where \( a_1, \ldots, a_{n-1} \), are arbitrary constants. Then, for each of these integrals, we have
\[ \frac{\partial u_m}{\partial x_1} dx_1 + \ldots + \frac{\partial u_m}{\partial x_n} dx_n = 0, \]
and therefore
\[ R_1 \frac{\partial u_m}{\partial x_1} + \ldots + R_n \frac{\partial u_m}{\partial x_n} = 0. \]

Apparently, this is a new integral equation among the variables in the subsidiary system. Every integral equation connected with this subsidiary system, if not evanescent, must be expressible in terms of \( u_i = a_i, \ldots, u_{n-1} = a_{n-1} \). The new equation manifestly
is not satisfied in virtue of the integral equivalent of the subsidiary system, because it does not involve any of the arbitrary constants \( a \). Hence it must be satisfied identically; that is, all the \( n - 1 \) relations

\[
R_1 \frac{\partial u_1}{\partial x_1} + \ldots + R_n \frac{\partial u_n}{\partial x_n} = 0,
\]

for \( m = 1, \ldots, n - 1 \), are satisfied identically.

Now let

\[
\varepsilon = f(u_1, \ldots, u_n)
\]

be any integral of the differential equation

\[
R_1 p_1 + \ldots + R_n p_n = 0;
\]

then the relation

\[
R_1 \frac{\partial f}{\partial x_1} + \ldots + R_n \frac{\partial f}{\partial x_n} = 0
\]

is satisfied, obviously identically because it does not involve \( \varepsilon \). Consequently, we have

\[
J \left( f, \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n}, u_1, \ldots, u_{n-1} \right) = 0.
\]

This relation is not satisfied in virtue of any, or all, of the equations \( u_1 = a_1, \ldots, u_{n-1} = a_{n-1} \), \( \varepsilon = f \). It therefore is satisfied identically; and consequently (§ 9) we have a functional relation of the form

\[
\phi (f, u_1, \ldots, u_{n-1}) = 0.
\]

where \( \phi \) can be perfectly general. Resolving this functional relation so as to express \( f \) in terms of \( u_1, \ldots, u_{n-1} \), we have

\[
f = F(u_1, \ldots, u_{n-1}),
\]

where, as \( \phi \) can be perfectly general, so \( F \) can be perfectly general. But

\[
\varepsilon = f(u_1, \ldots, u_n) = f
\]

is any integral of the differential equation; consequently, every integral of the equation

\[
R_1 p_1 + \ldots + R_n p_n = 0
\]

can be expressed in the form

\[
\varepsilon = F(u_1, \ldots, u_{n-1}),
\]

where \( u_1 = a_1, \ldots, u_{n-1} = a_{n-1} \), are a complete system of \( n - 1 \) distinct and independent integrals of the \( n - 1 \) subsidiary equations

\[
\frac{dx_1}{R_1} = \frac{dx_2}{R_2} = \ldots = \frac{dx_n}{R_n}.
\]

It should be noted that the form

\[
\varepsilon = F(u_1, \ldots, u_{n-1})
\]

has been proved to include every integral of the equation. There are no special integrals (in the former sense of the term) of the equation

\[
R_1 p_1 + \ldots + R_n p_n = 0.
\]

The equation is somewhat different in form from the equation in § 193. Owing to the facts that \( \varepsilon \) does not occur, that the derivatives \( p_1, \ldots, p_n \), occur in the first power only, and that there is no term not involving a derivative, the equation is often called a homogeneous linear partial differential equation.

**Standard Forms.**

195. Before proceeding to indicate a method of integration which is applicable to the most general equation of the first order, it is advisable to notice a few standard forms of differential equations in two independent variables, which admit of integration by very short processes, and to one or other of which many equations can be reduced. As the general method is usually much longer than that which is effective for any of the standard forms, it is advantageous to see whether an equation is included under one of them.

The General Integral and the Singular Integral must in the case of every equation be indicated as well as the Complete Integral, or the equation is not considered to be fully solved.
196. STANDARD I.

Equations, in which the variables do not explicitly occur, may be written in the form

$$\psi(p, q) = 0.$$  

A solution of this is evidently

$$z = ax + by + c,$$

provided $a$ and $b$ are such as to satisfy

$$\psi(a, b) = 0.$$  

If the value of $b$ derived from this equation be $b = f(a)$, the Complete Integral of the equation is

$$z = ax + yf(a) + c.$$  

**Note.** Equations, which do not explicitly come under this standard, can often be included by changes of the variables; thus for instance functions of $x$ which occur in the equation might admit of association with the $p$, and functions of $y$ with the $q$. But the changes needed for any equation can be determined only for the particular circumstances of the equation; there is no general rule, since an equation cannot always be reduced to this form.

**Ex. 1. Solve**

$$pq = k.$$  

The foregoing shows that

$$z = ax + by + c$$

is a solution provided

$$ab = k;$$

the Complete Integral therefore is

$$z = ax + \frac{k}{a}y + c.$$  

The General Integral is obtained by eliminating $a$ between the equations

$$z = ax + \frac{k}{a}y + \psi(a),$$

$$0 = x - \frac{k}{a}y + \psi(a),$$

where $\psi$ is arbitrary.

The Singular Integral, if it exist, is determined by the equations

$$z = ax + \frac{k}{a}y + c,$$

$$0 = x - \frac{k}{a}y,$$

$$0 = 1;$$

the last equation shows that the Singular Integral does not exist.

197. The differential equations included under the form

$$\psi(p, q) = 0$$

have an important interpretation when viewed geometrically. We know that the equation of the tangent plane to the surface

$$z = F(x, y)$$

at the point $\xi, \eta, \zeta$, is

$$z = (x - \xi) \frac{\partial F}{\partial \xi} + (y - \eta) \frac{\partial F}{\partial \eta} + F(\xi, \eta)$$

$$= x \frac{\partial F}{\partial \xi} + y \frac{\partial F}{\partial \eta} + \left( F_{\xi} \frac{\partial F}{\partial \eta} + \eta \frac{\partial F}{\partial \eta} - F \right);$$

and the surface is the envelope of the tangent planes. Now if between $\frac{\partial F}{\partial \xi}$ and $\frac{\partial F}{\partial \eta}$ there be a relation

$$\psi\left( \frac{\partial F}{\partial \xi}, \frac{\partial F}{\partial \eta} \right) = 0,$$
we can take \( \frac{\partial F}{\partial \xi} = \alpha \), and then \( \frac{\partial F}{\partial \eta} \) is a function of \( \alpha \) alone, say
\[
\frac{\partial F}{\partial \eta} = f(\alpha).
\]
Also
\[
J \left( \frac{\xi \frac{\partial F}{\partial \xi} + \eta \frac{\partial F}{\partial \eta} - F, \frac{\partial F}{\partial \xi} \xi, \frac{\partial F}{\partial \eta} \eta \right) = -\eta \left( \frac{\partial F}{\partial \xi} \frac{\partial F}{\partial \eta} - \left( \frac{\partial F}{\partial \xi} \xi + \frac{\partial F}{\partial \eta} \eta \right) \right)^2
\]
\[
= -\eta \int \left( \frac{\partial F}{\partial \xi} \frac{\partial F}{\partial \eta} - \left( \frac{\partial F}{\partial \xi} \xi + \frac{\partial F}{\partial \eta} \eta \right) \right) dx dy
\]
\[
= 0,
\]
so that \( \xi \frac{\partial F}{\partial \xi} + \eta \frac{\partial F}{\partial \eta} - F \) is (\$9\) expressible as a function of \( \frac{\partial F}{\partial \xi} \) alone, that is, it can be taken in the form
\[
\xi \frac{\partial F}{\partial \xi} + \eta \frac{\partial F}{\partial \eta} - F = g(\alpha).
\]
The equation of the tangent plane becomes
\[
z = ax + byf(\alpha) - g(\alpha),
\]
and so it contains only one parameter.

The envelope of a plane whose equation is of this form is a developable surface, and hence the surface considered is a developable surface.

It therefore follows that
\[
\Psi(p, q) = 0
\]
is the general differential equation of a family of developable surfaces; and the equivalent General Integral is the integral equation of the family.

198. STANDARD II.

In attempting to reduce an equation to the preceding standard we may find it possible to remove from the equation the independent variables, so that they no longer occur explicitly; but it may not be possible to remove the dependent variable, and the equation will then be of the form
\[
\chi(z, p, q) = 0.
\]

We assume as a tentative solution
\[
z = f(a + ay) = f(\xi)
\]
(\( \xi \) being written instead of \( x + ay \)), in which \( a \) is an arbitrary constant. We then have
\[
p = \frac{ds}{d\xi}, \quad q = \frac{dx}{d\xi}
\]
and the substitution of these in the equation gives
\[
\chi(z, \frac{ds}{d\xi}, a \frac{ds}{d\xi}) = 0.
\]

This is no longer a partial differential equation, as there is now only one independent variable. This independent variable does not explicitly occur, and thus the equation comes under Standard IV. (\$18\) of ordinary differential equations of the first order. Solving for \( \frac{dx}{d\xi} \), we have an equation of the form
\[
\frac{dx}{d\xi} = \phi(z, a),
\]
the solution of which is
\[
\xi + b = \int \frac{ds}{\phi(z, a)},
\]
or
\[
x + ay + b = F(z, a).
\]

This is the Complete Integral; the General and the Singular Integrals may be found by the ordinary method.

Ex. 1. Solve the equation
\[
9(p^2 + q^2) = 4.
\]

If we make the substitutions as in the standard case, the equation becomes
\[
9 \left( \frac{dz}{d\xi} \right)^2 (a^2 + 2) = 4,
\]
or
\[
\frac{dz}{d\xi} (a^2 + 2) = \pm a d\xi,
\]
the integral of which is
\[
(a + a^2)^{\frac{1}{2}} = \xi + c;
\]
the Complete Integral of the equation therefore is
\[
(a + a^2)^{\frac{1}{2}} = (x + ay + c)^{\frac{1}{2}}.
\]
The General Integral is obtained by the elimination of \( \alpha \) between
\[(x + \alpha^2)^3 = (x + \alpha y + \theta (\alpha))^3\]
and
\[3\alpha (x + \alpha^2)^2 = (x + \alpha y + \theta (\alpha)) (y + \theta' (\alpha))\]
where \( \theta \) is an arbitrary function.

It is not difficult to prove that there is no Singular Integral.

**Ex. 2.** Solve the equations:

(i) \( p^2 = q^2 (1 - pp) \)

(ii) \( q^2 y^2 = z (z - px) \)

(iii) \( p (1 + q^2) = q (x - \alpha) \)

(iv) \( 1 = p_2 p_3 + p_1 p_2 z + p_1 p_2 z^2 \)

(v) \( p_1^3 + q_1 p_2 + p_1 p_2^2 = z^2 p_1 p_2 p_3 \)

199. The relation between the integral and the differential equation admits of a geometrical interpretation. The first step in the process of solution is writing \( \xi \) for \( x + \alpha y \), which is equivalent to turning the axes in the plane of \( xy \) through an angle equal to \( \tan^{-1} \alpha \) and magnifying the coordinates in that plane in the ratio of \((1 + \alpha^2)^{1/3} : 1\). It is then assumed that \( z \) is a function of \( \xi \), but is independent of the coordinate parallel to the new axis of \( y \). Now
\[z = f(\xi)\]
represents a cylinder whose axis is parallel to the new axis of \( y \); and therefore the equation gives the cylinders satisfying this condition. But now, returning to our original axes, since \( \alpha \) is an arbitrary constant, the axis of \( \xi \) is an arbitrary line in the plane, and therefore also is the line taken for the transformed axis of \( y \). It thus follows that what we find by our process of integration will be all the cylindrical surfaces, which satisfy the given differential equation and have their axes in the plane of \( xy \).

200. **Standard III.**

In attempting to reduce a given equation to the first standard, it may happen that \( z \) may be removed from explicit occurrence in the equation, while \( x \) and \( y \) remain, and that then the functions of \( p \) and \( x \) may be associated with one another, and likewise the functions of \( q \) and \( y \); the equation will thus take the form
\[\phi (x, p) = \psi (y, q)\]

We assume, as a trial solution, each of these equal quantities to be equal to an arbitrary constant \( \alpha \); from the first of the two equations so obtained we have
\[p = \theta_1 (x, \alpha)\]

and from the second
\[q = \theta_2 (y, \alpha)\]

Integrating both of these we find that, by the first,
\[z = f_1 (x, \alpha) + \text{a quantity independent of } x\]

and that, by the second,
\[z = f_2 (y, \alpha) + \text{a quantity independent of } y\]

These are evidently included in, and are equivalent to, the equation
\[z = f_1 (x, \alpha) + f_2 (y, \alpha) + b\]

where \( b \) is an arbitrary constant. This is a solution of the original equation; as it contains two arbitrary constants, it is the Complete Integral.

The General Integral and the Singular Integral, if it exist, are to be deduced in the usual way.

**Ex. 1.** Solve the equation
\[p^2 + q^2 = x + y\]

The equation, rearranged in the form
\[x^2 - x = -(q^2 - y)\]
comes under the standard; and we therefore write
\[p^2 - x = y - q^2 = a\]

Hence
\[p = (x + \alpha)^{1/2}\]
\[q = (y - \alpha)^{1/2}\]

and therefore
\[z = \frac{3}{8} (x + \alpha)^{3/2} + \frac{3}{8} (y - \alpha)^{3/2} + b\]

which is the Complete Integral.

The General Integral is given by the elimination of \( \alpha \) between
\[z = \frac{3}{8} (x + \alpha)^{3/2} + \frac{3}{8} (y - \alpha)^{3/2} + \chi (\alpha)\]
\[0 = (x + \alpha)^{1/2} - (y - \alpha)^{1/2} + \chi (\alpha)\]

where \( \chi \) is an arbitrary function. There is no Singular Integral.
Ex. 2. Solve the equations:

(i) \( z = x^2 + y^2 + x^2 + y^2 \);
(ii) \( q = x^2 + y^2 \);
(iii) \( p = (xy + x)^2 \);
(iv) \( x^2 + y^2 - 2x = 0 \);
(v) \( x^2 - y^2 - z = 0 \).

Ex. 3. Show that this method can be applied to the solution of equations of the form

\[ f_1(p, q) + f_2(p, q) + f_3(p, q) = 0. \]

Thus solve fully the equation

\[ p_1^2 + p_2^2 + p_3^2 = x^2 + y^2 + z^2. \]

201. STANDARD IV.

In this class are included those equations involving partial differential coefficients, which are analogous to the equations included under Clairaut's form (§ 20) in ordinary differential equations. For two independent variables, they are represented by

\[ z = px + qy + \phi(p, q), \]

where \( \phi \) is a definite function.

A solution of the equation is

\[ z = ax + by + \phi(a, b), \]

which admits of immediate verification. As it contains two arbitrary constants, it is the Complete Integral; the General Integral is to be obtained in the usual way; and there is a Singular Integral, unless \( \phi \) is linear in \( p \) and \( q \).

Ex. 1. Solve the equations:

(i) \( z = px + qy + pq \);
(ii) \( z = px + qy + (1 + p^2 + q^2)^2 \);
(iii) \( z = px + qy + (ap^2 + b^2 + q^2)^2 + \phi(p, q) \);
(iv) \( z = px + qy + 3p^2q^2 \);

obtaining in each case the Singular Integral as well as the Complete Integral.

Ex. 2. Solve the equations:

(i) \( z = \sum_{n=1}^p p_n + p_n x + p_n y + f(p_1, p_2, p_3) \);
(ii) \( z = \sum_{m=1}^n p_n^m x_m + (n + 1) (p_1 p_2 \cdots p_n)^{n+1} \);

and obtain the Singular Integral in each case.

PRINCIPLE OF DUALITY

202. There exists in partial differential equations a remarkable duality, in virtue of which each equation is connected with some other equation of the same order by relations of a perfectly reciprocal character. We shall consider here only equations of the first order.

Considering the case of two independent variables only, we write as our new dependent variable

\[ Z = px + qy + z, \]

and therefore

\[ dZ = xdp + ydq. \]

We take as our new independent variables \( p \) and \( q \), which we write \( X \) and \( Y \) for symmetry, so that

\[ X = p, \quad Y = q; \]

and then we have

\[ \frac{\partial Z}{\partial p} = \frac{\partial Z}{\partial X} = P, \]
\[ \frac{\partial Z}{\partial q} = \frac{\partial Z}{\partial Y} = Q; \]

then

\[ z = PX + QY - Z, \]

so that the relations between the variables are, as stated above, reciprocal.

If now we have an equation of the form

\[ \psi(x, y, z, p, q) = 0, \]

the above relations transform it into

\[ \psi(P, Q, PX + QY - Z, X, Y) = 0. \]

The integral of either of these being known, that of the other is deducible by a process of algebraical elimination. Thus let a solution of the second be given, or be derivable, in the form

\[ \phi(Z, X, Y) = 0. \]

Then we have

\[ P \frac{\partial \phi}{\partial Z} + \frac{\partial \phi}{\partial X} = Q \frac{\partial \phi}{\partial Z} + \frac{\partial \phi}{\partial Y}. \]
that is,
\[ x \frac{\partial \phi}{\partial X} + \frac{\partial \phi}{\partial X} = 0, \]
\[ y \frac{\partial \phi}{\partial Y} + \frac{\partial \phi}{\partial Y} = 0; \]
and
\[ -z \frac{\partial \phi}{\partial Z} = Z \frac{\partial \phi}{\partial Z} + X \frac{\partial \phi}{\partial X} + Y \frac{\partial \phi}{\partial Y}. \]

The elimination of \( X, Y, Z \), between these four equations will leave an equation in \( x, y, z \), which will be a solution of
\[ \psi (x, y, z, p, q) = 0. \]

Ex. 1. The simplest example of an equation which can be treated by this method is that which comes under Standard IV. (§ 201); the equation being
\[ z = px + qy + f(p, q), \]
the transformed equation is not differential, but algebraical, being in fact
\[ -Z = f(X, Y). \]
Thus, in particular, consider
\[ z = px + qy + z^2 + q^2; \]
the transformed equation is
\[ -Z = x^2 + y^2. \]

Hence
\[ z = \frac{\partial Z}{\partial X} = -2X \text{ and } y = \frac{\partial Z}{\partial Y} = -2Y, \]
where
\[ z = \frac{\partial Z}{\partial X} + Y \frac{\partial Z}{\partial Y} - Z = -(x^2 + y^2). \]

Hence, eliminating the quantities \( X, Y, Z \), we have
\[ -4z = z^2 + y^2, \]
which is easily seen to be the Singular Integral of
\[ z = px + qy + p^2 + q^2. \]

Ex. 2. Solve the equations:
(i) \( (xp + yq)(z - px - qy) + pq = 0; \)
(ii) \( z + 1 - x(x + p) - y(y + q) = 0; \)
(iii) \( p^2(x^2 - x) + 2pqx + q^2 (y^2 - y) - 2pqy - 2q^2 = 0; \)
(iv) \( (px + qy - z)(p^2 + q^2 y^2) = pq. \)

Ex. 3. Prove that the equations
(i) \( x^2 (z - px - qy, p, q) + y^2 (z - px - qy, p, q) = f_2 (z - px - qy, p, q), \)
(ii) \( F(z - px - qy, x, y) = 0, \)
are reducible, by the foregoing substitutions, to standard forms.

Ex. 4. Prove that the equation
\[ x^2 (y, p, z - px) + y^2 (y, p, z - px) = f_2 (y, p, z - px) \]
is reducible to Lagrange's form by changing the variables, so that \( p \) and \( y \) are the new independent variables and \( z - px \) is the new dependent variable.

Hence solve the equation
\[ q (y - b)^2 + 2pxz = z^2 + xp^2 (z + 1). \]

Ex. 5. Solve
\[ (z - px - qy)^2 = 1 + p^2 + q^2. \]

203. The process of derivation of one differential equation from another as exhibited in the preceding article is really a translation into analysis of the geometrical principle of duality between surfaces. When we take a fixed quadric, which we may denote by \( \Sigma \), then with every surface \( S \) there is associated another surface \( S' \), called its polar reciprocal, which is the envelope of the polar planes with regard to \( \Sigma \) of points on the surface \( S \); and the surface \( S \) is the polar reciprocal of \( S' \), being the envelope of the polar planes with regard to \( \Sigma \) of points on \( S' \).

The polar reciprocal of a surface depends on the subsidiary quadric, \( \Sigma \), and is different for different quadrics; the quadric most commonly chosen (on account of the geometrical simplicity) is a sphere with its centre at the origin of reciprocation.

Let us select, as the subsidiary quadric, not a sphere but a paraboloid of revolution whose equation is
\[ a^2 + y^2 = 2z. \]
To the tangent plane at a point \( A \) on the surface \( S \) corresponds a point \( A' \) on the surface \( S' \); and to the point \( A \) corresponds the tangent plane at \( A' \) to \( S' \). Let \( x, y, z, p, q \), be the quantities associated with \( A \); and \( X, Y, Z, P, Q \), the corresponding quantities associated with \( A' \).

The tangent plane at \( a, b, c \), to the given surface \( S \) is
\[ \xi - z = p (\xi - a) + q (\eta - b), \]
\( \xi, \eta, \xi \), being current coordinates; the polar plane of \( X, Y, Z \), with regard to the quadric, is
\[ X \xi + Y \eta - \xi - Z = 0. \]

But, because the two surfaces \( S \) and \( S' \) are polar reciprocals, these two planes are the same; a comparison of their equations gives
\[ X = p; \quad Y = q; \quad Z = px + qy - z. \]
Similarly, taking a tangent plane at \(X, Y, Z\), to the surface \(S'\), and noting that it must be the polar plane of \(x, y, z\), with regard to the quadric, we obtain the equations
\[
x = P; \quad y = Q; \quad z = PX + QY - Z.
\]
These are the two sets of relations used in the preceding method.

Other relations could be obtained by taking other subsidiary quadrics in reference to which reciprocation should take place; but the preceding seem the simplest that can be found.

*Note.* The transformation of variables just outlined is originally due to Lagrange; often it is associated with the name of Legendre, because he developed its properties. But it is only an individual example of a general theory developed by Lie, which is usually called the theory of *tangential transformations* or contact transformations, when the number of independent variables is \(n\) and not merely two.

All the contact transformations, in the case of two independent variables \(x\) and \(y\), are given by the equations which make
\[
dZ - Pdx - Qdy = \rho(dx - pdx - qdy),
\]
where \(\rho\) is a non-vanishing quantity independent of differential elements.

The elements of Lie's theory are expounded in vol. I. of my Theory of Differential Equations, chapter IX., where references are given; also in vol. V., chapter IX. The full exposition is contained (vol. II.) in the great treatise *Theorie der Transformationsgruppen* by Lie and Engel.

It is obvious geometrically that two surfaces, which touch one another, are reciprocated with respect to any quadric into two other surfaces which also touch one another. Thus the Lagrange-Legendre transformation is a contact transformation.

**204.** The General Integral of a differential equation involves an arbitrary function. It may be necessary to obtain an integral satisfying certain conditions; the latter will then be obtained if the arbitrary function be rightly determined. The process is equivalent to that which occurs in ordinary differential equations, where the arbitrary constants are determined by some particular relation or relations between special values of the variables. In every particular problem, the arbitrary function is determined by means of the specified conditions.

**Ex. 1.** The equation
\[
 ap + bq = 1
\]
implies that the normal to the surface represented by the integral equation is perpendicular to a given line whose direction cosines are proportional to \(a, b, 1\); this is the property of a cylindrical surface whose axis is parallel to that line. The integral obtained, either by Lagrange's method or by the method applied to Standard L, is
\[
 x - az = \phi (y - bx),
\]
where \(\phi\) is arbitrary. Suppose that the equation of a cylinder, having its axis parallel to the line \((a, b, 1)\) and passing through the curve \(x^2 - y^2 = 1\) in the plane of \(xy\), is desired. The section of the above surface by the plane of \(xy\) is obtained by writing \(z = 0\) therein, and thus it is
\[
 x = \phi (y).
\]
According to the assigned conditions, it should be
\[
 x^2 = 1 + y^2.
\]
A comparison of these equations shows that
\[
 \phi (y) = \frac{1}{1 + y^2},
\]
and therefore also
\[
 \phi (y - bx) = \frac{1}{1 + (y - bx)^2}.
\]
Hence the equation required is
\[
 x - az = 1 + (y - bx)^2,
\]
or, freed from radicals, is
\[
 (x - az)^2 - (y - bx)^2 = 1.
\]

**Ex. 2.** Prove that the equation
\[
 p (x - c) + q (y - b) = x - a
\]
represents a family of cones having the fixed point \((a, b, c)\) for vertex. Show that the member of the family, which passes through the circle
\[
 x^2 + y^2 = 1
\]
in the plane of \(xy\), has for its equation
\[
 (x - c)^2 + (y - b)^2 = (z - \epsilon)^2.
\]

**Ex. 3.** Obtain the integral of the equation
\[
 p (xy - mx) + q (lx - nx) = m x - ly,
\]
so that the section, by the plane of \(xy\), of the represented surface is a conic section of eccentricity \(e\) with its centre on the line
\[
 \epsilon^2 + (1 - \epsilon^2) (lx + my) = 0.\]
CHARPIT'S GENERAL METHOD OF SOLUTION.

205. We now proceed to consider a more general method, due to Charpit *. It applies to the general equation, which may be denoted by

$$F(x, y, z, p, q) = 0;$$

and its success depends, as will be seen, upon the integration of some ordinary differential equations.

If, in addition to the foregoing relation, we have another between the variables and the differential coefficients, the two can be considered as a pair of simultaneous equations which, when solved, will give \( p \) and \( q \) as explicit functions of \( x \), \( y \), and \( z \). The values so derived, when substituted in the equation

$$dz = pdx + qdy,$$

will render it either immediately integrable or integrable on multiplication by some factor; and the integral will be a solution of the original equation, since the values of \( p \) and \( q \) derived from it have in the inverse process been obtained from that equation. Let then another relation between the quantities be denoted by

$$\Phi(x, y, z, p, q) = 0;$$

if we can find the form of \( \Phi \), we shall be in a position to use this method of solution.

206. Now the integral of the equation gives \( z \) (and therefore also \( p \) and \( q \)) as functions of \( x \) and \( y \); whatever these functions may be, they will, if substituted in the equations \( F = 0 \) and \( \Phi = 0 \), render them both identities. Let these values of \( x, p, q \) (as yet unknown) be supposed substituted; then the partial differential coefficients of the left-hand members of both equations with regard to \( x \) and \( y \) vanish, and therefore

$$\frac{\partial F}{\partial x} + \frac{\partial F}{\partial z} p + \frac{\partial F}{\partial p} p + \frac{\partial F}{\partial q} q = 0,$$

$$\frac{\partial F}{\partial y} + \frac{\partial F}{\partial z} q + \frac{\partial F}{\partial p} p + \frac{\partial F}{\partial q} q = 0,$$

$$\frac{\partial F}{\partial z} + \frac{\partial F}{\partial p} p + \frac{\partial F}{\partial q} q = 0.$$

Eliminating \( \frac{\partial p}{\partial x} \) between the first pair of these equations, we have

$$\left( \frac{\partial F}{\partial x} - \frac{\partial F}{\partial y} \right) + p \left( \frac{\partial F}{\partial p} - \frac{\partial F}{\partial q} \right) + q \left( \frac{\partial F}{\partial q} - \frac{\partial F}{\partial q} \right) = 0;$$

and eliminating \( \frac{\partial q}{\partial y} \) between the second pair, we have

$$\left( \frac{\partial F}{\partial y} - \frac{\partial F}{\partial y} \right) + q \left( \frac{\partial F}{\partial p} - \frac{\partial F}{\partial q} \right) + \frac{\partial F}{\partial q} \left( \frac{\partial F}{\partial y} - \frac{\partial F}{\partial q} \right) = 0.$$

Now

$$\frac{\partial q}{\partial x} = \frac{\partial z}{\partial x} = \frac{\partial p}{\partial y},$$

so that from the last two equations, when added together as they stand, the terms involving these quantities disappear; and the result may be rearranged and written in the form

$$\left( \frac{\partial F}{\partial x} + \frac{\partial F}{\partial z} \right) p + \frac{\partial F}{\partial y} + q \frac{\partial F}{\partial z} = \frac{\partial F}{\partial p} \left( \frac{\partial F}{\partial x} - \frac{\partial F}{\partial y} \right) + \left( \frac{\partial F}{\partial p} - \frac{\partial F}{\partial q} \right) \frac{\partial F}{\partial q} + \left( \frac{\partial F}{\partial p} \frac{\partial F}{\partial q} \right) \frac{\partial F}{\partial z} = 0,$$

which we may look upon as a linear differential equation of the first order to determine \( \Phi \). The method applicable to this equation is therefore the one used in the case of Lagrange's equation; we form the equations (§ 193, 194)

$$\frac{\partial F}{\partial x} + p \frac{\partial F}{\partial z} = \frac{\partial F}{\partial x} + q \frac{\partial F}{\partial z} = \frac{\partial F}{\partial x} = \frac{\partial F}{\partial y} = \frac{\partial F}{\partial z} = 0,$$

* The method was contained in a memoir, presented 30 June, 1784, to the Académie des Sciences, Paris. Charpit died soon afterwards, and his memoir was never printed; see Laplace, Traité du calcul différentiel et du calcul intégral, 2e éd. (1814), t. ii. p. 548.
and obtain integrals of these. Now, in order that these equations may hold, we must have

\[ dF = 0, \]

or

\[ F = A, \]

an arbitrary constant, which must be zero. If another integral can be obtained by equating any two of the first five fractions, it may be written in the form

\[ u = B. \]

By the corollary in § 191, \( u = B \) is a solution of the differential equation determining \( \Phi \). Now \( \Phi = 0 \) is the relation we are seeking between \( x, y, z, p, q \); and the simpler this relation is, the easier will be the deduction of \( p \) and \( q \) from \( \Phi = 0 \) and \( F = 0 \). We may therefore take as the relation required the equation

\[ u = B, \]

that is, we may take any one integral whatever of the foregoing system of ordinary differential equations, provided either \( p \) or \( q \) or both occur in it; when this integral has been obtained, we combine it with \( F = 0 \) and carry out the process indicated in the preceding article.

207. The preceding result, which is of fundamental importance, may be obtained by another process of using the necessary analysis.

The given differential equation to be integrated is the equation \( F = 0 \); and we may assume that it has some integral equivalent, in the form of a relation between \( x, y, z \). Suppose that the other equation \( \Phi = 0 \) is also satisfied by this same unknown relation and by the values of \( p \) and \( q \) derived from it. Then the values of \( p \) and \( q \), given in terms of \( x, y, z \), by \( F = 0 \) and \( \Phi = 0 \) as two simultaneous equations in \( p \) and \( q \), must be such as to make the equation

\[ -dx + p\,dx + q\,dy = 0 \]

an exact equation. Consequently, the condition of integrability (§ 161) must be satisfied; that is, we must have

\[ p \frac{\partial q}{\partial z} - q \frac{\partial p}{\partial z} + \frac{\partial q}{\partial x} - \frac{\partial p}{\partial y} = 0, \]

an equation which was proved to be sufficient as well as necessary to assure the exactness of the equation \(-\,dx + p\,dx + q\,dy = 0\). The values of \( p \) and \( q \), given in terms of \( x, y, z \), by \( F = 0 \) and \( \Phi = 0 \) as simultaneous equations, are such that

\[ \frac{\partial F}{\partial x} + \frac{\partial F}{\partial p} \frac{\partial p}{\partial x} + \frac{\partial F}{\partial q} \frac{\partial q}{\partial x} = 0, \]

\[ \frac{\partial \Phi}{\partial x} + \frac{\partial \Phi}{\partial p} \frac{\partial p}{\partial x} + \frac{\partial \Phi}{\partial q} \frac{\partial q}{\partial x} = 0, \]

so that

\[ \left( \frac{\partial F}{\partial p} - \frac{\partial F}{\partial q} \right) \frac{\partial q}{\partial x} = \frac{\partial F}{\partial p} \frac{\partial p}{\partial x} - \frac{\partial F}{\partial q} \frac{\partial q}{\partial x}. \]

Similarly

\[ \left( \frac{\partial F}{\partial p} - \frac{\partial F}{\partial q} \right) \frac{\partial q}{\partial y} = \frac{\partial F}{\partial p} \frac{\partial p}{\partial y} - \frac{\partial F}{\partial q} \frac{\partial q}{\partial y}. \]

Now the equations \( F = 0 \) and \( \Phi = 0 \) are regarded as determining \( p \) and \( q \) definitely, so that (§ 9) the quantity

\[ \frac{\partial F}{\partial q} - \frac{\partial F}{\partial p} \frac{\partial q}{\partial p} \frac{\partial p}{\partial q} \]

does not vanish. Hence, when we insert in the condition of integrability those values of \( \frac{\partial q}{\partial x} \), \( \frac{\partial q}{\partial y} \), \( \frac{\partial q}{\partial z} \), the condition takes the form

\[ \frac{\partial F}{\partial x} \frac{\partial F}{\partial p} + \frac{\partial F}{\partial y} \frac{\partial F}{\partial q} \frac{\partial F}{\partial y} \]

\[ + \frac{\partial F}{\partial z} \frac{\partial F}{\partial p} \frac{\partial F}{\partial q} \frac{\partial F}{\partial z} = 0, \]

which is easily seen to be the same equation as in the preceding section (§ 206).
From this stage we proceed as before, constructing the equations subsidiary to the determination of $\Phi$ in the form
\[
\frac{dp}{F} + P \frac{dq}{F} = \frac{dz}{F} + q \frac{dy}{F} - \frac{dx}{F} - \frac{dy}{F},
\]

One integral of these, distinct from $F=0$ and involving either $p$ or $q$ or both, is to be obtained, say $u=B$; this, as before, can be taken for the equation $\Phi=0$. We resolve $F=0$ and $u=B$ for $p$ and $q$; we substitute the deduced values of $p$ and $q$ in
\[
dx = p\,dx + q\,dy;
\]
and we integrate the latter which now is exact. The result is a complete primitive of the equation $F=0$.

The subsidiary equations are often called Charpit's equations; and the method of integration is, as already stated, usually called Charpit's method.

208. The following proposition is an immediate corollary from the process of the preceding articles, or it may be considered merely as a re-enunciation of the result there obtained:

When two equations of the first order represented by
\[
F(x, y, z, p, q) = 0,
\]
\[
\Phi(x, y, z, p, q) = 0,
\]
are such that they satisfy identically the relation
\[
\frac{\partial F}{\partial x} \Phi - \frac{\partial F}{\partial p} \Phi + \frac{\partial F}{\partial y} \Phi - \frac{\partial F}{\partial q} \Phi
\]
\[
+ p \left( \frac{\partial F}{\partial x} \Phi - \frac{\partial F}{\partial p} \Phi \right) + q \left( \frac{\partial F}{\partial y} \Phi - \frac{\partial F}{\partial q} \Phi \right) = 0,
\]
and are considered as two simultaneous equations giving $p$ and $q$ as functions of $x, y, z$, and $z$, then the values of $p$ and $q$, derived from them and substituted in the equation
\[
dx = p\,dx + q\,dy,
\]
render it (when multiplied, if necessary, by some factor) an exact differential.

Another form may be given to the relation. Let
\[
F_x = \frac{\partial F}{\partial x} + P \frac{\partial F}{\partial z},
\]
\[
F_y = \frac{\partial F}{\partial y} + q \frac{\partial F}{\partial z},
\]
and similarly for $\Phi$; then the equation is easily transformed into
\[
F_x \frac{\partial \Phi}{\partial p} - \Phi_x \frac{\partial F}{\partial p} + F_y \frac{\partial \Phi}{\partial q} - \Phi_y \frac{\partial F}{\partial q} = 0.
\]

Ex. 1. Solve the equation
\[
p^2 + q^2 - 2px - 2qy + 2xy = 0.
\]

Forming the subsidiary equations, we have (among others)
\[
\frac{dp}{2y - 2p} = \frac{dq}{2x - 2q} = \frac{dx}{-2p + 2x - 2q + 2y}.
\]

Hence
\[
dp + dq = dx + dy,
\]
so that
\[
p - x + q - y = a.
\]
Combining this with the original equation, which may be written
\[
(p - x)^2 + (q - y)^2 = (x - y)^2,
\]
we find
\[
2(p - x) = a + (2(x - y)^2 - a^2)^{\frac{1}{2}},
\]
\[
2(q - y) = a - (2(x - y)^2 - a^2)^{\frac{1}{2}}.
\]
Hence
\[
dx = (2x + a)\,dx + (2y + a)\,dy + (dx - dy)\left(2(x - y)^2 - a^2\right)^{\frac{1}{2}},
\]
gives
\[
dx = (2x + a)\,dx + (2y + a)\,dy + (dx - dy)\left(2(x - y)^2 - a^2\right)^{\frac{1}{2}},
\]
the integral of which is
\[
2s - b = x^2 + ax + y^2 + ay + \frac{x - y}{2} \left(2(x - y)^2 - a^2\right)^{\frac{1}{2}} - \frac{a^2}{2} \log \left(2^\frac{1}{2} (x - y) + (2(x - y)^2 - a^2)^{\frac{1}{2}}\right).
\]
This is the Complete Integral. The General Integral is deducible in the ordinary way. There is no Singular Integral.

The above equation may, however, be solved without having recourse to this method; but some transformations and substitutions are necessary. Taking the equation in the form
\[
(p - x)^2 + (q - y)^2 = (x - y)^2,
\]
we write
\[
Z = x - \frac{1}{2} x^2 - \frac{1}{2} y^2.
\]
so that
\[ \frac{\partial Z}{\partial x} = p - x, \quad \frac{\partial Z}{\partial y} = q - y. \]

Let the independent variables be changed by the equations
\[ x - y = 2aX \text{ and } x + y = 2bY; \]
then
\[ \frac{\partial Z}{\partial x} = (\frac{\partial Z}{\partial X} + \frac{\partial Z}{\partial Y}) \frac{a}{2} = 2 - \frac{1}{2} (P + Q), \]
\[ \frac{\partial Z}{\partial y} = (\frac{\partial Z}{\partial X} + \frac{\partial Z}{\partial Y}) \frac{b}{2} = 2 - \frac{1}{2} (Q - P), \]
and therefore
\[ \left( \frac{\partial Z}{\partial x} \right)^2 + \left( \frac{\partial Z}{\partial y} \right)^2 = P^2 + Q^2. \]

The equation becomes
\[ P^2 + Q^2 = 2X^2, \]
and is thus of the form of Standard III. When the integral is obtained under the rule (§ 200), and the old variables are substituted for the new variables, it will be found to agree with the integral already obtained.

**Ex. 2.** Solve the equations
(i) \[ p^2 + q^2 - 2px - 2py + 1 = 0; \]
(ii) \[ 2(pq + py + qy) + x^2 + y^2 = 0; \]

by Charpit's method.

Also reduce both of them to one or other of the Standard forms and so integrate them, shewing that the integrals obtained by the two methods agree.

209. In these particular examples, Charpit's method is less laborious than the other; but this is by no means always the case. It often happens that an equation which furnishes an easy example of the general method is integrable still more easily because included in some one or other of the special Standard forms; and so the method is less used than would otherwise be the case. But it is more general than any of them; and equations, integrable by any of the special methods, are integrable by the general method. It is moreover important in the general theory, as indicating a process of obtaining a solution of the differential equation without any restrictions on its form.

The limitations to success in practice are connected with the integration of the subsidiary equations. Now these particular limitations are just such as give rise to the methods adopted for the different Standards and really indicate the classification therein adopted; in fact, all the Standards are included in Charpit's method, and integration is possible by Charpit's method whenever it is possible by any of the ordinary methods.

210. Thus consider Lagrange's form, which is
\[ R - Pp - Qq = 0, \]
in which \( P, Q, R \) are functions of \( x, y, z \), and do not involve \( p \) or \( q \).
In this case
\[ F = R - Pp - Qq, \]
so that
\[ \frac{\partial F}{\partial p} = P, \quad \frac{\partial F}{\partial q} = Q, \]
\[ -p \frac{\partial F}{\partial y} - q \frac{\partial F}{\partial y} = pP + qQ = R; \]
thus two of Charpit's equations are
\[ \frac{dx}{\frac{\partial F}{\partial p}} = \frac{dy}{\frac{\partial F}{\partial q}} = \frac{dz}{R}, \]
the equations on which the integration of Lagrange's form depends.

But it should be noticed that this is not a proof of Lagrange's method for linear differential equations; the result has already been assumed in the derivation of Charpit's equations. Moreover, Lagrange's method is concerned with the construction of the general integral. If Charpit's method be adopted in detail, it would be necessary to include the other fractions in the subsidiary system, so as to obtain an integral of that system involving either \( p \) or \( q \) or both \( p \) and \( q \).

211. Next, consider the typical equation of the First Standard, which is
\[ \psi (p, q) = 0, \]
so that
\[ F = \psi (p, q), \]
in which \( x, y, z \), do not explicitly occur; then
\[ \frac{\partial F}{\partial x} = 0, \quad \frac{\partial F}{\partial y} = 0, \quad \frac{\partial F}{\partial z} = 0. \]
The subsidiary equations now are
\[ \frac{dp}{0} = \frac{dq}{0} = \frac{dx}{-\frac{\partial F}{\partial p}} = \ldots, \]
so that we have \( p = a \) and \( q = b \), both arbitrary constants apparently.
But, according to the rule, we must combine some one integral with the original equation, and so we have
\[ \Psi (a, q) = 0; \]
and therefore, if \( q = b \), we have
\[ \Psi (a, b) = 0. \]
Then
\[ ds = p \, dx + q \, dy = adx + bdy, \]
of which the integral is
\[ z = ax + by + c, \]
with the limitation between \( a \) and \( b \).

212. Proceeding to the typical equation of the Second Standard, which is
\[ \Psi (x, p, q) = 0, \]
an equation into which \( x \) and \( y \) do not explicitly enter, we have
\[ F = \Psi (x, p, q), \]
and therefore
\[ \frac{\partial F}{\partial x} = 0, \quad \frac{\partial F}{\partial y} = 0. \]
The equation derived from the first pair of Charpit's fractions gives
\[ \frac{dp}{\frac{\partial F}{\partial x}} = \frac{dq}{\frac{\partial F}{\partial y}}; \]
and therefore \( q = ap \). Combining this with \( \Psi = 0 \), we can find both \( p \) and \( q \) in terms of \( z \); let the values be \( f(z) \) for \( p \) and therefore \( af(z) \) for \( q \). Substituting in
\[ dz = p \, dx + q \, dy, \]
we have
\[ \frac{dz}{f(z)} = dx + a \, dy, \]
or
\[ \int f(z) \, dz + C = x + ay, \]
which agrees with the former result.

213. Passing now to the Third Standard, in which the equation is
\[ F = \phi (x, p) - \Psi (y, q) = 0, \]
so that
\[ \frac{\partial F}{\partial x} = \frac{\partial \phi}{\partial x}; \quad \frac{\partial F}{\partial p} = \frac{\partial \phi}{\partial p}; \]
\[ \frac{\partial F}{\partial y} = -\frac{\partial \Psi}{\partial y}; \quad \frac{\partial F}{\partial q} = -\frac{\partial \Psi}{\partial q}; \quad \frac{\partial F}{\partial z} = 0; \]
we have from the subsidiary equations
\[ \frac{dp}{\frac{\partial \phi}{\partial x}} = \frac{dq}{\frac{\partial \phi}{\partial p}}; \]
or
\[ \frac{\partial \phi}{\partial p} \, dp + \frac{\partial \phi}{\partial x} \, dx = 0, \]
that is,
\[ \phi (x, p) = a; \]
and therefore from the original equation,
\[ \Psi (y, q) = a. \]
Solving these respectively for \( p \) and \( q \), we have
\[ p = \theta_1 (x, a), \quad q = \theta_2 (y, a); \]
hence
\[ dz = \theta_1 (x, a) \, dx + \theta_2 (y, a) \, dy, \]
the integral of which is
\[ z + c = \int \theta_1 (x, a) \, dx + \int \theta_2 (y, a) \, dy. \]

Ex. 3. Derive by Charpit's method the integral of the differential equation of the form analogous to Clairaut's form for ordinary equations.

Ex. 4. Obtain by Charpit's method a solution of the equation
\[ px + qy = f(p, q), \]
where \( f(p, q) \) is a homogeneous function of \( p \) and \( q \) of the degree \( n \).
Solve also
\[ xp^2 + yp^2 = 2pq. \]
Jacobi's Method for the General Equation with Any Number of Independent Variables.

214. It has been indicated, in §§ 193, 194, that the method used for the linear partial differential equation in Lagrange's form can be applied to the case when the number of variables is $n$. We now proceed to indicate the method, due to Jacobi, of solving the general partial differential equation when there are $n$ independent variables. This general equation may be represented by

$$\Phi (z, p_1, p_2, \ldots, p_n, a_1, a_2, \ldots, a_n) = 0,$$

where $a_1, a_2, \ldots, a_n$ are the independent variables, and the $p$'s are the partial differential coefficients of $z$ with respect to the $a$'s.

215. We will prove that, if the dependent variable explicitly occur in this equation (which will usually be the case since the equation is perfectly general), the equation $\Phi = 0$ can be changed into another with a new dependent variable, in which that dependent variable does not explicitly occur and the number of independent variables is increased by unity.

The differential equation $\Phi = 0$ has some solution. Let it be represented by

$$u = f(z, a_1, a_2, \ldots, a_n) = 0,$$

where $f$ is as yet an unknown function; then we have

$$\frac{\partial u}{\partial a_r} + \frac{\partial u}{\partial z} p_r = 0,$$

for all values of the suffix from $r = 1$ to $r = n$. Let these values of $p$ be substituted in the original equation, which therefore becomes

$$\Phi \left( z, \frac{\partial u}{\partial a_1}, \frac{\partial u}{\partial a_2}, \ldots, \frac{\partial u}{\partial a_n}, a_1, a_2, \ldots, a_n \right) = 0,$$

and may be written in the form

$$\Psi (a_1, a_2, \ldots, a_n, \frac{\partial u}{\partial a_1}, \frac{\partial u}{\partial a_2}, \ldots, \frac{\partial u}{\partial a_n}, \frac{\partial u}{\partial z}) = 0.$$
can be removed in the manner indicated; and a transformed differential equation \( \Psi = 0 \) can be obtained, the integral of which will lead to the required integral. We shall therefore write the general differential equation in the form

\[
F(p_1, p_2, \ldots, p_n, x_1, a_2, \ldots, a_n) = 0.
\]

If, in addition to \( F = 0 \), we have other \( n - 1 \) equations of the form

\[
F_1 = a_1, F_2 = a_2, \ldots, F_{n-1} = a_{n-1},
\]

where \( F_1, F_2, \ldots, F_{n-1} \), are functions of \( p_1, p_2, \ldots, p_n \) (or of some of them), and may be, and usually are, functions also of \( x_1, x_2, \ldots, x_n \), and where \( a_1, a_2, \ldots, a_{n-1} \), are arbitrary constants, then from these \( n \) equations we can obtain values of \( p_1, p_2, \ldots, p_n \), as functions of the \( x \)'s and the \( a \)'s. Let these values be substituted in

\[
dx = p_1 \, dx_1 + p_2 \, dx_2 + \ldots + p_n \, dx_n;
\]

if they be such as to render this an exact differential, its integral will be the complete integral of \( F = 0 \). For it will be an integral, since the values of \( p_1, p_2, \ldots, p_n \), are derived from \( n \) equations, one of which is \( F = 0 \); and its expression will involve \( n \) arbitrary constants, viz. the constants \( a_1, a_2, \ldots, a_{n-1} \), and the constant of integration. Moreover, the integral is of the form

\[
x = \alpha(x_1, x_2, \ldots, x_n, a_1, a_2, \ldots, a_{n-1}) + a_n,
\]

which gives the dependent variable explicitly, and therefore justifies the assumption made as to the form of the integral of \( \Psi = 0 \).

The \( n - 1 \) functions \( F \) must be such that the values of the quantities \( p \) will render the foregoing an exact differential equation. The necessary conditions, which are

\[
\frac{\partial F_r}{\partial x} = \frac{\partial F_r}{\partial x},
\]

for all values of \( r \) and \( s \), will serve to determine these functions.

217. Suppose that the \( n \) equations

\[
F = 0, F_1 = a_1, F_2 = a_2, \ldots, F_{n-1} = a_{n-1},
\]

are solved so as to give the values of \( p_1, p_2, \ldots, p_n \), as functions of the variables \( x \); these values will, when substituted, make each

giving altogether \( n \) pairs of equations; each pair is made up of the differential coefficients, with regard to the same independent variable, of \( F_r \) and \( F_s \); when in these the values of the \( p \)'s are substituted. Between the first pair let the value of \( \frac{\partial p_1}{\partial x} \) be eliminated; the resulting equation is

\[
\left[ \begin{array}{c} F_{r_1}, F_{s_1} \\ x_1, p_1 \end{array} \right] + \left[ \begin{array}{c} F_{r_2}, F_{s_2} \\ x_2, p_2 \end{array} \right] \frac{\partial p_2}{\partial x_1} + \left[ \begin{array}{c} F_{r_3}, F_{s_3} \\ x_3, p_3 \end{array} \right] \frac{\partial p_3}{\partial x_2} + \ldots + \left[ \begin{array}{c} F_{r_n}, F_{s_n} \\ x_n, p_n \end{array} \right] \frac{\partial p_n}{\partial x_{n-1}} = 0,
\]

where

\[
\left[ \begin{array}{c} F_{r}, F_{s} \\ u, v \end{array} \right] = \frac{\partial F_r}{\partial u} \frac{\partial F_s}{\partial v} - \frac{\partial F_r}{\partial v} \frac{\partial F_s}{\partial u},
\]

\[
\left[ \begin{array}{c} F_{r_1}, F_{s_1} \\ x_1, p_1 \end{array} \right] = -\left[ \begin{array}{c} F_{r}, F_{s} \\ u, v \end{array} \right] = -\left[ \begin{array}{c} F_{r}, F_{s} \\ u, v \end{array} \right] = \left[ \begin{array}{c} F_{r}, F_{s} \\ v, u \end{array} \right].
\]

Similarly, the elimination of \( \frac{\partial p_2}{\partial x} \) from the second pair gives

\[
\left[ \begin{array}{c} F_{r_1}, F_{s_1} \\ x_1, p_1 \end{array} \right] + \left[ \begin{array}{c} F_{r_2}, F_{s_2} \\ x_2, p_2 \end{array} \right] \frac{\partial p_2}{\partial x_1} + \left[ \begin{array}{c} F_{r_3}, F_{s_3} \\ x_3, p_3 \end{array} \right] \frac{\partial p_3}{\partial x_2} + \ldots + \left[ \begin{array}{c} F_{r_n}, F_{s_n} \\ x_n, p_n \end{array} \right] \frac{\partial p_n}{\partial x_{n-1}} = 0;
\]

and so on, each pair leading to an equation of this form.

Now let all the left-hand members of these equations be added together. The coefficient of \( \frac{\partial p_2}{\partial x} \) (which is equal to \( \frac{\partial p}{\partial x} \)) will consist of the sum of two terms, viz. the term

\[
\left[ \begin{array}{c} F_{r}, F_{s} \\ p_n \end{array} \right] p_r p_s.
\]
from the $s$th equation, and the term
\[
\left[ \frac{F_r}{F_s} \right]_{p_r, p_s}
\]
from the $s'$th equation; the sum of these two is zero, and thus the
term in $\frac{\partial p_r}{\partial x_{s'}}$ disappears, whatever be the values of $r'$ and $s'$. The
resulting equation is therefore
\[
\left[ \frac{F_r}{F_s} \right]_{p_r, p_s} + \left[ \frac{F_r}{F_s} \right]_{p_r, p_s} + \left[ \frac{F_r}{F_s} \right]_{p_r, p_s} + \ldots \ldots + \left[ \frac{F_r}{F_s} \right]_{p_r, p_s} = 0.
\]

Let the left-hand side be denoted by
\[
(F_r, F_s);
\]
then the equation is
\[
(F_r, F_s) = 0;
\]
and this must be satisfied, whatever the suffixes $r$ and $s$ may be.
Hence the aggregate of the equations which these functions must
satisfy may be represented in the form
\[
0 = (F_r, F_1) = (F_r, F_2) = \ldots = (F_r, F_{i-1}),
\]
for all values of the index $i$ from $i = 1$ to $i = n - 1$.

218. These conditions, which are necessary for the integrability
of the equation $dz = \sum p_i dx$, must now be proved sufficient; this
will be established by shewing that, when the functions $F_s$ satisfy
the foregoing equations, we have
\[
\frac{\partial p_r}{\partial x_{s'}} = \frac{\partial p_{s'}}{\partial x_{r'}},
\]
for all values of $r'$ and $s'$.

The $n$ equations derived from the $n$ pairs of equations
connected with any two given functions $F_r$ and $F_s$ still hold; when
they are all added together, we have
\[
(F_r, F_s) + \sum \left[ \frac{F_r}{p_r, p_s} \right] \cdot \left( \frac{\partial p_r}{\partial x_{s'}} - \frac{\partial p_{s'}}{\partial x_{r'}} \right) = 0,
\]
the double summation extending to all integral values of $r'$ and
$s'$ from 1 to $n$, but not including pairs of equal values since for
every such pair of values the term vanishes. But by the necessary
conditions satisfied by the functions, we have
\[
(F_r, F_s) = 0,
\]
and therefore
\[
\sum \left[ \frac{F_r}{p_r, p_s} \right] \cdot \left( \frac{\partial p_r}{\partial x_{s'}} - \frac{\partial p_{s'}}{\partial x_{r'}} \right) = 0,
\]
which holds for all the values of $r$ and $s$ given by the different
functions; and every combination of the functions will give such
an equation. The total number of these combinations is $\frac{1}{2} n(n - 1)\frac{1}{2}$
and therefore the number of such equations is $\frac{1}{2} n(n - 1)$.

Now each equation is linear in the quantities
\[
\frac{\partial p_r}{\partial x_{s'}} - \frac{\partial p_{s'}}{\partial x_{r'}}
\]
which are in number $\frac{1}{2} n(n - 1)$ in all, that is, the same as the
number of the equations. Since each right-hand side is zero it
follows, either that each of these quantities
\[
\frac{\partial p_r}{\partial x_{s'}} - \frac{\partial p_{s'}}{\partial x_{r'}}
\]
is zero, or that the determinant formed by the coefficients of these
quantities is zero.

That the latter cannot be the case appears as follows. Let $\Delta$
denote the determinant
\[
\begin{vmatrix}
\frac{\partial F}{\partial p_1} & \frac{\partial F}{\partial p_2} & \ldots & \frac{\partial F}{\partial p_n} \\
\frac{\partial F_1}{\partial p_1} & \frac{\partial F_1}{\partial p_2} & \ldots & \frac{\partial F_1}{\partial p_n} \\
\frac{\partial F_2}{\partial p_1} & \frac{\partial F_2}{\partial p_2} & \ldots & \frac{\partial F_2}{\partial p_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial F_{n-1}}{\partial p_1} & \frac{\partial F_{n-1}}{\partial p_2} & \ldots & \frac{\partial F_{n-1}}{\partial p_n}
\end{vmatrix};
\]
then each of the expressions
\[
\left[ \frac{F_r}{p_r, p_s} \right],
\]
is the complement of a second minor of $\Delta$ and there are in all
$\frac{1}{2} n(n - 1)\frac{1}{2}$ of them; let $\Theta$ denote the determinant formed
by them, so that $\Theta$ is the determinant which is under consideration.
Let $\Theta'$ be the determinant formed by the complements in $\Delta$
of the constituents in $\Theta$; then we have, on multiplying $\Theta$ and $\Theta'$
together,
\[
\Theta\Theta' = \Delta^n(n - 1).\]
Now $\Theta'$ is not infinite; hence if $\Theta$ vanish, we must have

$$\Delta = 0.$$  

But this would imply that, among the $n$ equations of the type $F = 0$, the $n$ quantities $p$ could be eliminated; that is, that these equations would not suffice to determine the quantities $p$ as functions of the independent variables. This is contrary to what has been assumed as to the independence of the functions $F$; hence $\Theta$ is not zero.

It follows that each of the $\frac{1}{2}n(n-1)$ quantities

$$\frac{\partial p_r}{\partial x_r} - \frac{\partial p_r}{\partial x_r}$$

is zero, and therefore that the assigned conditions are sufficient to ensure that

$$dx = p_1 dx_1 + p_2 dx_2 + \ldots + p_n dx_n$$

is a perfect differential.

219. We may therefore sum up our results, so far obtained, as follows:

To obtain the Complete Integral of any given equation $F = 0$, we first determine an integral $F_1 = a_1$ of the equation

$$(F_1, F) = 0;$$

then we obtain a common integral $F_2 = a_2$ of the equations

$$(F_2, F) = (F_2, F_1) = 0;$$

then a common integral $F_3 = a_3$ of the equations

$$(F_3, F) = (F_3, F_1) = (F_3, F_2) = 0;$$

and so on, thus obtaining in all $n - 1$ new equations, each containing an arbitrary constant. The $n$ equations, which involve the $n$ quantities $p$, are then solved so as to furnish the values of the $p$'s as functions of the independent variables and the arbitrary constants; and these values are substituted in

$$dx = p_1 dx_1 + p_2 dx_2 + \ldots + p_n dx_n.$$

This, when integrated, gives the Complete Integral of the equation

$$F = 0.$$
differential coefficient of any one function, such as $C$, disappear, all the terms will disappear, and thus the equation will be satisfied.

Let the quantity
\[
\frac{\partial B \partial C}{\partial x_r \partial p_r} - \frac{\partial B \partial C}{\partial p_r} = \Delta_r BC,
\]
be denoted by $\Delta_r BC$, so that $\Delta_r$ may be considered as a symbolical operator; we may write
\[(B, C) = (\Delta_1 + \Delta_2 + \ldots + \Delta_n) BC,
\]
the operators being obviously subject to the distributive law
\[(\Delta_r + \Delta_s) BC = \Delta_r BC + \Delta_s BC.
\]

Then, in accordance with this notation,
\[[A, (B, C)] = (\Delta_1 + \Delta_2 + \ldots + \Delta_n) A (\Delta_1 + \Delta_2 + \ldots + \Delta_n) BC,
\]
and therefore $[A, (B, C)]$ is the sum of a series of pairs of terms
\[
\Delta_r A \Delta_s BC + \Delta_s A \Delta_r BC
\]
for all the values of $r$ and $s$ from 1 to $n$ inclusive; in the case when $r$ and $s$ have the same value, only a single term occurs for consideration.

Expanding the functions thus symbolically represented, we find that the terms depending upon the second differential coefficients of $C$ are
\[
\frac{\partial A \partial B \partial C}{\partial x_r \partial x_s \partial p_r} + \frac{\partial A \partial B \partial C}{\partial x_r \partial p_s \partial p_r} + \frac{\partial A \partial B \partial C}{\partial p_s \partial x_r \partial p_r} + \frac{\partial A \partial B \partial C}{\partial p_s \partial p_r \partial x_r}.
\]

From the first of the foregoing pair, and
\[
\frac{\partial A \partial B \partial C}{\partial x_r \partial x_s \partial p_r} - \frac{\partial A \partial B \partial C}{\partial x_s \partial p_r \partial p_r} + \frac{\partial A \partial B \partial C}{\partial p_r \partial x_r \partial p_s} + \frac{\partial A \partial B \partial C}{\partial p_r \partial p_s \partial x_s},
\]
from the second.

Selecting in the same way from $[B, (C, A)]$ the corresponding pair of symbolical terms and considering in them the terms which involve second differential coefficients of $C$, we find them to be respectively
\[
\frac{\partial B \partial A \partial C}{\partial x_r \partial x_s \partial p_r} - \frac{\partial B \partial A \partial C}{\partial x_r \partial p_s \partial p_r} + \frac{\partial B \partial A \partial C}{\partial p_s \partial x_r \partial p_r} + \frac{\partial B \partial A \partial C}{\partial p_s \partial p_r \partial x_r},
\]
and
\[
\frac{\partial B \partial A \partial C}{\partial x_r \partial x_s \partial p_r} - \frac{\partial B \partial A \partial C}{\partial x_r \partial p_s \partial p_r} + \frac{\partial B \partial A \partial C}{\partial p_s \partial x_r \partial p_r} + \frac{\partial B \partial A \partial C}{\partial p_s \partial p_r \partial x_r}.
\]

The expression $[C, (A, B)]$ does not contain any second differential coefficients of $C$.

Hence, in
\[[A, (B, C)] + [B, (C, A)] + [C, (A, B)],
\]
the coefficient of the term which involves $\frac{\partial C}{\partial p_r \partial p_s}$ is the sum of those in the foregoing, and is therefore zero; so also are the coefficients of those which involve $\frac{\partial C}{\partial p_r \partial x_r}$, $\frac{\partial C}{\partial x_r \partial p_r}$, $\frac{\partial C}{\partial x_r \partial x_r}$.

If $r$ and $s$ be the same, we need only to consider the first and third of the above lines of terms when in them we write $s = r$; it will be seen immediately that all the terms in $\frac{\partial C}{\partial p_r \partial x_r}$, $\frac{\partial C}{\partial p_r \partial x_r}$, $\frac{\partial C}{\partial x_r \partial p_r}$ vanish.

Since this is true whatever $r$ and $s$ may be, it follows that all the terms involving second differential coefficients of $C$ vanish; and therefore, by the symmetry, the whole expression vanishes.

**Solution of the Subsidiary Equations.**

221. We now proceed to obtain the values of $F_1, F_2, \ldots, F_{n-1}$, from the various differential equations which they must satisfy. To determine $F_1$ we have
\[(F, F_1) = 0,\]
or, what is the same thing,
\[\frac{\partial F \partial F_1}{\partial x_n \partial p_n} + \frac{\partial F \partial F_1}{\partial x_n \partial p_n} + \frac{\partial F \partial F_1}{\partial x_n \partial p_n} + \ldots + \frac{\partial F \partial F_1}{\partial x_n \partial p_n} = 0.
\]

Since this is linear in the differential coefficients of $F_1$, we may obtain an integral of it by using as subsidiary equations (§ 194)
the generalised form of Lagrange’s equations. Let any integral of the system
\[
\frac{dx_1}{dp_1} = \frac{dx_2}{dp_2} = \cdots = \frac{dx_n}{dp_n} = \frac{df}{dp} \tag{A},
\]
containing at least one of the variables $p_i$, be denoted by
\[f_i(x_1, x_2, \ldots, x_n, p_1, p_2, \ldots, p_n) = \alpha_i,
\]
where $\alpha_i$ is an arbitrary constant; then $F_i = f_i = \alpha_i$ is an integral of the original equation $(F, F_i) = 0$.

222. We have now to find a function $F_\alpha$, which will satisfy the equations
\[(F, F_\alpha) = 0; (F_i, F_\alpha) = (f_i, F_\alpha) = 0.
\]
The former of these, being an equation to determine $F_\alpha$, is identical in form with that which determines $F_i$, and therefore we shall have the same subsidiary equations; let
\[
\phi(x_1, x_2, \ldots, x_n, p_1, p_2, \ldots, p_n) = \text{constant}
\]
be an integral of the equations (A) different from $f_i = \alpha_i$, and containing at least one of the variables $p_i$; then $(F, \phi) = 0$.

If $\phi$ be such a function as to satisfy
\[(f_i, \phi) = 0,
\]
then we may take
\[F_\alpha = \phi = \alpha_\alpha
\]
as a common integral of the two equations which determine $F_\alpha$.

If $\phi$ do not satisfy the equation, then we shall have
\[(f_i, \phi) = \phi_i;
\]
the substitution of $\phi_i$ may be repeated and so on indefinitely, so that we shall have a series of functions $\phi_i$ given by
\[(f_i, \phi_i) = \phi_i; (f_i, \phi_2) = \phi_2; \ldots; (f_i, \phi_{-1}) = \phi_{-1}; \ldots.
\]
Now all these functions $\phi$ satisfy the equation
\[(F, F_\alpha) = 0
\]
when substituted for $F_i$. In the identity
\[[A, (B, C)] + [B, (C, A)] + [C, (A, B)] = 0,
\]
let $F$ be substituted for $A$ and $f_i$ for $B$; then
\[[C, (A, B)] = [C, (F, f_i)] = (F, 0) = 0,
\]
and therefore
\[[F, (f_i, C)] = [f_i, (F, C)]
\]
whatever $C$ may be.

First, let $C = \phi$; then this equation becomes
\[[F, (f_i, \phi)] = [f_i, (F, \phi)] = (f_i, 0) = 0;
\]
so that
\[(f_i, \phi) = \phi_i = F_\alpha
\]
is a solution of
\[(F, F_\alpha) = 0.
\]

Next, let $C = \phi_i$; then we have
\[[F, (f_i, \phi_i)] = [f_i, (F, \phi_i)] = (f_i, 0) = 0,
\]
so that
\[(f_i, \phi_i) = \phi_i = F_\alpha
\]
is also a solution of
\[(F, F_\alpha) = 0;
\]
and so on with the whole series of functions $\phi_i$, each of which is a solution of the first of the two equations which determine $F_\alpha$, and is therefore, when equated to a constant, also a solution of the subsidiary equations (A).

Now these subsidiary equations have only $2n - 1$ independent integrals at the utmost; the functions $\phi_i$, which arise from the indefinitely repeated substitution in $(f_i, \phi_{i-1})$, cannot all be independent of one another; and therefore if the series of functions do not cease, we must ultimately come to some one which is expressible in terms of those already found.
There are thus three alternatives to be considered:

(i), some function $\phi_1$ of the series may be identically zero;

(ii), some function $\phi_i$ of the series is variable but expressible in terms of the preceding functions of the series;

(iii), some function $\phi_i$ of the series may be a determinate constant $c$.

We will consider these in turn.

223. Firstly, let $\phi_1 = 0$; then $\phi_{i-1} = \alpha_i$ will be the desired integral; for it is one of the series of functions and is therefore a solution of $(F, F_i) = 0$; also

$$(F, \phi_{i-1}) = (f_i, \phi_{i-1}) = \phi_i = 0,$$

and it is therefore a solution of $(F, F_i) = 0$. Hence it is a common integral of the two equations which determine $F_n$, and it therefore gives the second of the equations desired, viz.

$$\phi_{i-1} = F_n = \alpha_i.$$

224. Secondly, let $\phi_i$ be expressible in terms of the preceding functions of the series; suppose

$$\phi_i = \theta (F, f_1, \phi, \phi_1, \phi_2, \ldots, \phi_{i-1}),$$

where $\theta$ is a definite functional symbol. Proceeding now to form $\phi_{i+1}$, we have

$$\phi_{i+1} = (f_i, \phi_i) = (f_i, F) \frac{\partial \theta}{\partial F} + (f_i, f_i) \frac{\partial \theta}{\partial f_i} + (f_i, \phi_i) \frac{\partial \theta}{\partial \phi_i} + \ldots,$$

when the value of $\phi_i$ is substituted. But

$$(f_i, F) = -(F, f_i) = 0,$$

since $f_i$ is a solution of the equations; and $(f_i, f_i)$ vanishes identically, so that this equation becomes

$$\phi_{i+1} = \phi_1 \frac{\partial \theta}{\partial \phi_1} + \phi_2 \frac{\partial \theta}{\partial \phi_2} + \ldots + \phi_{i-1} \frac{\partial \theta}{\partial \phi_{i-1}} + \phi_i \frac{\partial \theta}{\partial \phi_i}.$$

But each of the differential coefficients of $\theta$ is a function of the previously obtained quantities $\phi_i$; hence $\phi_{i+1}$ is so also.

It follows therefore that $\phi_i$ and all the functions $\phi$ of the series after $\phi_i$ are expressible in terms of those which precede $\phi_i$.

Let us then seek to obtain some function of these quantities which shall satisfy the equations

$$(F, F) = 0 \text{ and } (F_i, F_i) = (f_i, F_i) = 0,$$

let it be given by

$$F_i = \psi (F, f_1, \phi, \phi_1, \ldots, \phi_{i-1}).$$

When this value is substituted, the former equation becomes

$$0 = (F, F) \frac{\partial \psi}{\partial F} + (F, f_i) \frac{\partial \psi}{\partial f_i} + (F, \phi_i) \frac{\partial \psi}{\partial \phi_i} + \ldots + (F, \phi_{i-1}) \frac{\partial \psi}{\partial \phi_{i-1}},$$

which is satisfied identically since every function $\phi$ is a solution of

$$(F, F) = 0,$$

and the second equation becomes, as before,

$$0 = (f_i, F_i) = \phi_1 \frac{\partial \psi}{\partial \phi_1} + \phi_2 \frac{\partial \psi}{\partial \phi_2} + \ldots + \phi_{i-1} \frac{\partial \psi}{\partial \phi_{i-1}}.$$

The last equation is thus the only one which must be satisfied by $\psi$; and as no differential coefficients with regard to $F$ or $f_i$ occur in it, we may consider them as replaced by their respective values 0 and $\alpha_i$. Any integral of the system

$$\frac{dF}{F} = \frac{d\phi_1}{\phi_1} = \frac{d\phi_2}{\phi_2} = \ldots = \frac{d\phi_{i-1}}{\phi_{i-1}} = \frac{d\phi_i}{\phi_i},$$

of the form $F = \alpha_i$, will be a solution of the equation in $\psi$; and therefore we may write

$$F_i = \Phi = \alpha_i,$$

and so we shall have the required common integral of the two equations which determine $F_n$.

225. Thirdly, let $\phi_i$ be some determinate constant $c$ which will merely depend upon the coefficients of the original differential equation; the series of functions thus terminates because there is no further function to substitute. We then proceed as in the last case to find some function of the preceding quantities $\phi$ which will be a common solution of the two equations; let

$$F_i = \chi (F, f_1, \phi, \phi_1, \ldots, \phi_{i-1}).$$
When this is substituted in \((F, F_i) = 0\) the equation is identically satisfied; when it is substituted in \((f_i, F_i) = 0\), the resulting equation is, just as before,

\[
0 = \phi_1 \frac{\partial \chi}{\partial \phi} + \phi_2 \frac{\partial \chi}{\partial \phi_1} + \ldots + \phi_{i-1} \frac{\partial \chi}{\partial \phi_{i-2}} + \phi_i \frac{\partial \chi}{\partial \phi_{i-1}},
\]

in which we may replace \(\phi_i\) by \(c\). An integral of this is given by

\[
\frac{d\phi_{i-2}}{\phi_{i-1}} = \frac{d\phi_{i-1}}{c},
\]

which when integrated gives

\[
\phi_{i-1}^2 - 2c\phi_{i-2} = \text{constant};
\]

and therefore we may, as in the last case, write

\[
F_2 = \phi_{i-1}^2 - 2c\phi_{i-2} = a_2,
\]
as the common integral desired.

This solution is satisfactory provided \(i > 1\).

Now \(i\) cannot be zero since \(\phi\) is determined as a function of the variables; the only exception therefore to be considered is the case \(i = 1\), when

\[
\phi_1 \frac{\partial \chi}{\partial \phi} = c \frac{\partial \chi}{\partial \phi} = 0,
\]

so that \(\chi\) is independent of \(\phi\). Now

\[
F_3 = \chi (F, f_1, \phi),
\]

and \(F\) and \(f_1\) are replaceable by 0 and \(a_1\), respectively; if then \(\chi\) be independent of \(\phi\), it ceases to be a function of the variables and there is thus no solution common to the two equations to be derived from these functions.

Should this be the case, we return to the subsidiary equations (A) and determine a new integral distinct from those already obtained, which are

\[
F_4 = f_i = a_1, \quad \phi = \text{constant};
\]

let this be

\[
\Sigma (\alpha_1, \alpha_2, \ldots, \alpha_n, p_1, p_2, \ldots, p_n) = \text{constant}.
\]

Next we perform with the function \(\Sigma\) all the operations which have been performed with the function \(\phi\); then the desired common integral

\[
F_5 = \alpha_3
\]

will be obtained, except in the single case when we have

\[
(f_1, \Sigma) = \Sigma_1 = c',
\]

where \(c'\) is a determinate constant.

From a combination of these respective exceptional cases, which are the only ones in each of which the common integral \(F_5\) has not been obtained, we can construct a common integral \(F_6\). For let

\[
F_6 = J_3 (\phi, \Sigma)
\]

be substituted in \((F, F_2) = 0 = (f_1, F_2)\); then these equations become

\[
0 = (F, \phi) \frac{\partial J_3}{\partial \phi} + (F, \Sigma) \frac{\partial J_3}{\partial \Sigma},
\]

\[
0 = (f_1, \phi) \frac{\partial J_3}{\partial \phi} + (f_1, \Sigma) \frac{\partial J_3}{\partial \Sigma}.
\]

Now the former equation is satisfied identically since \(\phi\) and \(\Sigma\) are both integrals of the subsidiary equations (A); while since

\[
(f_1, \phi) = \phi_1 = a,
\]

and

\[
(f_1, \Sigma) = \Sigma_1 = c',
\]

the latter equation becomes

\[
c \frac{\partial J_3}{\partial \phi} + c' \frac{\partial J_3}{\partial \Sigma} = 0.
\]

This is satisfied by

\[
f_6 = \Theta (c' \phi - c \Sigma),
\]

and therefore

\[
F_6 = \Theta (c' \phi - c \Sigma) = a_2,
\]

where \(\Theta\) is an arbitrary functional symbol (which may at will be chosen of a simple form), is the desired integral.

Hence in every case a common integral of the equations which determine \(F_5\) has been found; for convenience we may denote it by

\[
F_5 = f_5 = a_2.
\]
226. We now proceed to obtain \( F_1 \); it must be a common integral of the equations
\[
(F, F_2) = 0 = (f_1, F_2) = (f_1, F_4).
\]
To obtain one we find, by the preceding method, an integral common to the two equations
\[
(F, F_1) = 0 = (f_1, F_2),
\]
which is different from \( f_2 = a_2 \); this we may denote by
\[
\lambda (x_1, x_2, \ldots, x_n, p_1, p_2, \ldots, p_n) = \text{constant}.
\]
We then form as before the series of functions
\[
(f_2, \lambda) = \lambda_1; \quad (f_2, \lambda_1) = \lambda_2; \quad \ldots; \quad (f_2, \lambda_{n-1}) = \lambda_n; \quad \ldots;
\]
then all the functions \( \lambda \) of this series are common integrals of the first two of the equations which determine \( \lambda \). For, in the identity
\[
[A, (B, C)] + [B, (C, A)] + [C, (A, B)] = 0,
\]
let \( A = F \) and \( B = f_2 \); then since \( (F, f_2) = 0 \), we have
\[
[F, (f_2, C)] = [f_2, (F, C)].
\]
And, substituting in the same identity \( A = f_1 \) and \( B = f_2 \), and remembering that \( (f_1, f_2) = 0 \), we have
\[
[f_1, (f_2, C)] = [f_2, (f_1, C)].
\]
These two equations are satisfied whatever \( C \) may be. Now let \( C = \lambda \); then
\[
[F, (f_2, \lambda)] = [f_2, (F, \lambda)],
\]
or
\[
(F, \lambda) = (f_2, 0) = 0;
\]
and
\[
[f_1, (f_2, \lambda)] = [f_2, (f_1, \lambda)],
\]
or
\[
(f_1, \lambda) = (f_2, 0) = 0.
\]
Thus \( \lambda_1 \) is a common integral of the equations
\[
(F, F_2) = 0 = (f_1, F_2).
\]
Similarly the substitution of \( \lambda_2 \) for \( C \) would shew that \( \lambda_2 \) is a common integral of these equations; and so on, through all the series of functions.

As in the former case, the number of common integrals being limited, we shall in the series come to some integral \( \lambda_k \) which is expressible, as well as those that follow it, in terms of those which precede it, viz., \( F, f_1, f_2, \lambda, \lambda_1, \ldots, \lambda_{k-1} \). The same three alternatives are presented and the value of \( F_2 \), the common integral in each, is determined as before. Either the single case of failure is avoided by the choice of a new integral different from \( \lambda \); or in the case of failure of the latter, these two cases of failure are combined so as to furnish a common integral. Thus we obtain our third common integral, which may be represented by
\[
F_3 = f_3 = a_3.
\]

227. The remaining functions \( F_4, \ldots, F_{n-1} \), may be derived in the same way as the above; and thus, with \( F = 0 \), we shall have \( n \) equations to determine the values of the \( p \)'s in terms of the independent variables and \( n - 1 \) arbitrary constants, which, when substituted in
\[
dx = p_1 dx_1 + p_2 dx_2 + \ldots + p_n dx_n,
\]
will render it integrable; its integral is the complete integral of the original differential equation.

The associated integrals are derivable from the results of §§ 182, 183.

228. The foregoing is an exposition of Jacobi's method of integration in its simplest form; there are, however, developments and simplifications and, arising out of these, methods of avoiding the exceptional cases which cannot be dealt with here. For these, as well as for a fuller exposition of the whole theory of partial differential equations of the first order, reference may be made to the fifth volume of my Theory of Differential Equations, particularly chapters III, IV, V, so far as concerns the preceding subject-matter. Other methods are given in the later chapters of that volume, particularly Liouville's method based on the theory of groups and the method of characteristic. Full references to the original authorities are given there; so here it will be sufficient to refer to Jacobi, "Vorlesungen über Dynamik" (Ges. Werke, Suppl. Bd. pp. 248–269); Jacobi, "Nova methodus...iiuniandii" (Crelle, t. IX, pp. 1–181); to a very valuable memoir by Imschenetsky, Gruener's Archiv der Mathematik und Physik, t. II, pp. 278–474; and to a memoir by Brande, Mémoires de la Société Royale des Sciences de Liège, 1ère série, t. v., as well as to the treatise by Mahony, Théorie des équations aux dérivées partielles, and the treatise by Goubau, Lecons sur l'intégration des équations aux dérivées partielles du premier ordre (Paris, Hermann, 1891).

The equations \( \lambda \) are, when each fraction is equated to \( dx \), of the form
\[
\frac{dx}{dt} = \frac{\partial F}{\partial q}; \quad \frac{dp}{dt} = \frac{\partial F}{\partial \theta};
\]
where \( \alpha \) is arbitrary and may be assumed to be absorbed in \( \psi \). But the integral of the given differential equation is \( \psi = 0 \); hence the integral of

\[
z = f(p_1, p_2, \ldots, p_n)
\]

is

\[
a_1 x_1 + a_2 x_2 + \ldots + a_n x_n = \int \chi(z) \, dz,
\]

where \( \chi \), as a function of \( z \), is given by the equation

\[
z = f\left(\frac{a_1}{\chi}, \frac{a_2}{\chi}, \ldots, \frac{a_n}{\chi}\right).
\]

Ex. 2. The case, when \( f \) is a homogeneous function of order \( \mu \) in the \( p_i \), is readily reduced to the form already considered in \( \S \) 106. For we may change the dependent variable from \( z \) to \( \xi \), where

\[
\xi = \frac{\mu}{\mu - 1} \, z^\mu;
\]

and the equation is then

\[
1 = f(\xi_1, \xi_2, \ldots, \xi_n),
\]

where \( \xi_i = \frac{\partial \xi}{\partial x_i} \). The integral of this equation is

\[
\frac{\mu}{\mu - 1} \, z^\mu = \xi = \alpha + a_1 x_1 + a_2 x_2 + \ldots + a_n x_n,
\]

provided

\[
f(a_1, a_2, \ldots, a_n) = 1.
\]

Ex. 3. Solve

(i) \( x^3 + x p_1 = p_1^3 + p_3^3 \);

(ii) \( x + 2 p_2 = (p_1 + p_3)^2 \);

(iii) \( (p_1 - z) (p_2 - z) (p_3 - z) = p_1 p_2 p_3 \).

Ex. 4. Solve

\[
F = (x_2 p_1 + x_1 p_3) x_3 + a p_3 (p_1 - p_2) - 1 = 0.
\]

The subsidiary equations are

\[
\frac{dx_1}{x_2 x_3 + a p_2} = \frac{dx_2}{x_1 x_3 - a p_2} = \frac{dx_3}{a (p_1 - p_2)} = \frac{dp_1}{x_2 p_1} = \frac{dp_2}{x_3 p_1} = \frac{dp_3}{x_2 p_1 + x_3 p_2}.
\]

From the equality of the 1st, 2nd, 4th, and 5th fractions, we have

\[
\frac{dx_1 + dx_2}{(x_1 + x_2) x_3} = \frac{dp_1 + dp_2}{(p_1 + p_2) x_3},
\]

which leads to

\[
(p_1 + p_2) (x_1 + x_2) = \alpha.
\]

We therefore (adopting the notation of the previous articles) take

\[
F_1 = (p_1 + p_2) (x_1 + x_2);
\]
and we have to determine a solution of the subsidiary equations \( F_2 = \phi \), which shall satisfy
\[
(F_1, F_2) = 0.
\]

From the equality of the 4th and 5th fractions, we have
\[
p_2 \frac{dp_1}{dx} = p_2 \frac{dp_2}{dx} ;
\]
and therefore we have
\[
\phi = p_1^2 - p_2^2 = \text{constant}.
\]

Now
\[
(F_1, \phi) = (p_1 + p_2) 2p_2 + (p_1 + p_2) (-2p_2) = 2\phi = \phi_1 ;
\]
the continued substitution in the equation
\[
(F_1, \phi_{n-1}) = \phi_1
\]
would thus not lead to a function such as is required. We therefore return to the original subsidiary equations to obtain an integral different from \( F_1 = \alpha_1 \) and \( \phi = \text{constant} \). Such an one is derivable from the equality of the 3rd, 4th, and 5th, fractions, which give
\[
\frac{dp_1 - dp_2}{2} = \frac{dx_3}{(p_1 - p_2)} ;
\]
and therefore we have
\[
\psi = \alpha (p_1 - p_2) - \frac{1}{2} x_3^2 = \text{constant}.
\]

Now
\[
(F_1, \psi) = (p_1 + p_2) \alpha + (p_1 + p_2) (-\alpha) = 0,
\]
and so \( \psi \) satisfies the two equations; we thus have
\[
F_2 = \alpha (p_1 - p_2) - \frac{1}{2} x_3^2 = \alpha_2.
\]

We now solve the equations
\[
(F) = 0, \quad F_1 = \alpha_1, \quad F_2 = \alpha_2,
\]
to find the values of \( p_1, p_2, p_2 \). These values are
\[
p_1 = \frac{1}{2} \alpha_1 + \frac{a_1}{x_1 + x_2} + \frac{a_2}{2a_2 + a_3 x_2},
\]
\[
p_2 = \frac{1}{2} \alpha_1 + \frac{a_1}{x_1 + x_2} + \frac{a_2}{2a_2 + a_3 x_2},
\]
\[
p_3 = \frac{2 - a_1}{2a_2 + a_3} + \frac{1}{2a} (x_1 - x_2) x;
\]
and hence
\[
\frac{dx}{a_4} = \frac{1}{2a} d \log (x_1 + x_2) + \frac{1}{2a} \left((a + \frac{1}{2} x_2^2) \frac{dx_1 - dx_2}{(x_1 + x_2)(x_1 - x_2)} + (x_1 - x_2) x dx_2 + \frac{2 - a_1}{2a_2 + a_3} dx_3,
\]

so that the complete integral of the differential equation is
\[
x + A = \frac{1}{2} a_1 \log (x_1 + x_2) + \frac{1}{2a} (x_1 - x_2) (a + \frac{1}{2} x_2^2) - \frac{1}{2} a_1 \log (x_2^2 + 2a_2) + \left( \frac{2}{a_2} \right) \tan \left( \frac{x_2}{2a_2} \right),
\]
in which \( A, a_1, a_2 \), are the arbitrary constants.

(Imchenetsk.)

**Ex. 5.** Integrate the equations:

(i) \( p_1 x_1^2 = p_2 + a_2 x_2 \);  

(ii) \( x_1 p_1^2 + x_2 p_2^2 + x_2 p_3^2 = p_1 p_2 p_3 \);  

(iii) \( p_3^2 + p_2^2 + p_2 = a_1 x_1 + a_1 x_2 + x_2 + x_2 + x_3 + x_4 + x_5 \);  

(iv) \( p_1 + \frac{1}{2} p_2 + p_3 + x_3 + p_3 + x_3 = 0 \);  

(v) \( x_1 + \frac{1}{2} x_2^2 + x_3 p_3 + p_3 x_3 = 0 \);  

(vi) \( p_2 p_3 p_3 = p_1 + x_1 + x_2 + x_3 + x_2 \).

It has already been indicated that several of the forms (in §§ 194—201) in two independent variables, which admit of immediate integration without the use of Charpit's subsidiary equations, can be generalised so as to include the cases where the number of independent variables is greater than two.

**Ex. 6.** When a given differential equation can be written in the form
\[
f_1(x_1, x_2, \ldots, x_r, p_1, p_2, \ldots, p_r) = f_2(x_{r+1}, \ldots, x_n, p_{r+1}, \ldots, p_n),
\]
the complete integral is the common integral of the equations
\[
f_1 = a = f_2,
\]
where \( a \) is arbitrary. For the subsidiary equations are
\[
\frac{dx_1}{f_1} = \frac{dp_1}{f_1} = \ldots = \frac{dx_r}{f_1} = \frac{dp_r}{f_1} = \frac{dx_{r+1}}{f_2} = \frac{dp_{r+1}}{f_2} = \ldots;
\]
from these, we have
\[
\frac{df_1}{dx_1} + \frac{df_1}{dp_1} + \ldots + \frac{df_1}{dx_r} + \frac{df_1}{dp_r} + \frac{df_1}{dx_{r+1}} + \frac{df_1}{dp_{r+1}} = 0,
\]
and therefore
\[
f_1 = a = f_2;
\]
by the given equation.

As an example, we may take
\[
x_2 p_1 + x_3 p_2 + (p_1 - p_2)(p_2 + x_1)(p_2 + x_3) = 1.
\]
Here we may write

\[(p_2 + x_1) (p_1 + x_2) = a,\]
\[x_2 p_1 + x_1 p_2 + a (p_1 - p_2) = 1,\]

where \(a\) is an arbitrary constant. The integral of the former equation is

\[\int s + x_2 x_1 = A x_2 + \frac{a}{A} x_1 + C,\]

where \(A\) and \(C\) are arbitrary constants. The integral of the latter is obtainable by Charpit's method; the subsidiary equations are

\[- \frac{dx_1}{x_2 + a} = - \frac{dx_2}{x_1 - a} = \frac{dp_1}{p_2} = \frac{dp_2}{p_1}.\]

From these, we have

\[\frac{dp_1 + dp_2}{p_1 + p_2} + \frac{dx_1 + dx_2}{x_1 + x_2} = 0,\]

and therefore

\[(p_1 + p_2) (x_1 + x_2) = A_1 + 1.\]

Hence by combining with the equation the integral of which is sought, we have

\[(x_2 + a) \frac{p_1 + p_2 (x_1 - a)}{p_2} = 1,\]
\[A (x_1 - a) + p_2 (x_2 + a) = A_1;\]

and these give

\[p_1 (\frac{(x_1 - a)^2 - (x_2 + a)^2}{x_2 + a}) = A_1 (x_1 - a) - (x_2 + a),\]
\[p_2 (\frac{(x_1 - a)^2 - (x_2 + a)^2}{x_2 + a}) = x_1 - a - A_1 (x_2 + a).\]

Thus

\[dz = p_1 dx_1 + p_2 dx_2\]
\[= A_1 \log \left(\frac{(x_1 - a)^2 - (x_2 + a)^2}{x_2 + a} \right) + \frac{1}{2} \log \frac{x_1 - a}{x_2 + a};\]

and therefore

\[z = A_1 \log \left(\frac{(x_1 - a)^2 - (x_2 + a)^2}{x_2 + a} \right) + \frac{1}{2} \log \left(\frac{x_1 - a}{x_2 + a} \right) + C_1.\]

The complete integral of the original equation is therefore

\[z + x_2 x_1 = A x_2 + \frac{a}{A} x_1 + A_1 \log \left(\frac{(x_1 - a)^2 + (x_2 + a)^2}{x_1 - a} \right) + B + \frac{1}{2} \log \left(\frac{(x_1 - a) + (x_2 + a)}{x_1 - a} \right),\]

where \(A, A_1, B, a\) are arbitrary constants.

Ex. 7. Integrate

\[(x_2 p_1 + x_1 p_2) x_2 + p_2 (p_1 - p_2) (p_1^2 + (p_2 + x_1) (p_2 + x_2) p_2) = a.\]

(Inschenetsky.)

**Simultaneous Partial Differential Equations.**

229. Instead of there being given only a single equation to determine the dependent variable, there may be given a number of simultaneous equations. If the dependent variable explicitly occur in any of them they all can be transformed, as in § 215, so that it shall disappear. The equations may then be taken of the form

\[F_1 (a_1, a_2, \ldots, a_n, p_1, p_2, \ldots, p_n) = 0,\]
\[F_2 (a_1, a_2, \ldots, a_n, p_1, p_2, \ldots, p_n) = 0,\]
\[\vdots \]
\[F_m (a_1, a_2, \ldots, a_n, p_1, p_2, \ldots, p_n) = 0.\]

If \(m\) be greater than \(n\), the equations cannot be independent; for the first \(n\) of the equations may be resolved so as to give values of the \(p\)'s in terms of the variables \(x\); and these values, when substituted in the remaining \(m - n\), must reduce them to identities, since there would otherwise be relations between the independent variables. Thus in effect there may be given at most \(n\) simultaneous equations; and we may therefore take \(m\) either equal to \(n\), or less than \(n\).

230. I. Let \(m = n\). We have thus \(n\) equations giving the values of the \(n\) quantities \(p\) in terms of the variables; these values, substituted in the equation

\[dz = p_1 dx_1 + p_2 dx_2 + \ldots + p_n dx_n,\]

must make it a perfect differential if the given system have a common solution. The conditions for this are that

\[\frac{\partial p_r}{\partial x_a} = \frac{\partial p_a}{\partial x_r},\]

for all pairs of indices; and these, as in § 217, lead to equations of the form

\[\begin{align*}
(F_r, F_s) &= 0.
\end{align*}\]

Hence the given functions must satisfy all the equations for all

* This theory is due initially to Bour; see authorities cited in § 228, p. 447.
possible combinations of the suffixes; and then the common complete integral is obtained by the integration of the equation
\[ dz = p_1 dx_1 + p_2 dx_2 + \ldots + p_n dx_n. \]
It therefore contains one arbitrary constant.

It may happen however that the functions \( F \) are not independent of one another; then the determinant \( \Delta \), where
\[
\Delta = \begin{vmatrix}
\frac{\partial F_1}{\partial p_1} & \frac{\partial F_1}{\partial p_2} & \ldots & \frac{\partial F_1}{\partial p_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial F_n}{\partial p_1} & \frac{\partial F_n}{\partial p_2} & \ldots & \frac{\partial F_n}{\partial p_n}
\end{vmatrix},
\]
is zero, and there will (§ 9) be an identical relation of the form
\[
\Phi(F_1, F_2, \ldots, F_n, x_1, x_2, \ldots, x_n) = 0.
\]
But for the purposes of integration \( F_1 = F_2 = \ldots = F_n = 0 \); and this therefore becomes
\[
\Phi(0, 0, \ldots, 0, x_1, x_2, \ldots, x_n) = 0.
\]
If \( \Phi = 0 \) be not an identity, a relation is implied between the independent variables, which is of course impossible; it then follows that the given equations are inconsistent, and that there is no common integral. If \( \Phi = 0 \) be an identity, the number of given equations independent of one another is less than the number of the quantities \( p \), which therefore cannot be determined from the given equations alone; we must therefore have recourse to the method which applies when \( m \) is less than \( n \).

Thus, if there be four independent variables and if four equations \( F_1 = 0 = F_2 = F_3 = F_4 \) be given, there can be no common integral in a case when there is a relation of the form
\[
F_4 = (x_1 - x_2) F_1 + (x_3 - x_4) F_2 + x_1 x_2 x_3 x_4;
\]
when there is a relation of the form
\[
F_4 = (x_1 - x_2) F_1 + (x_3 - x_4) F_2 + (x_5 - x_4) F_3,
\]
there are only three independent equations.

---

231. II. Let \( m \) be less than \( n \). We may suppose the equations reduced to such a number \( m \), that they are algebraically independent of one another, even though they were not so in the form in which they were first given. It will be assumed that there is a common integral, so far as the algebraic relations which give the dependent functions in terms of the others indicate; this will be the case if these relations become identically-null equations because of the equations \( F_1 = 0, \ldots, F_m = 0 \).

First Case. The equations \( F_1 = 0 = \ldots = F_m \) may satisfy the relations
\[
(F_r, F_s) = 0,
\]
for all values \( 1, 2, \ldots, m \), of \( r \) and \( s \); they are therefore simultaneously integrable. To determine the values of the quantities \( p \), other \( n - m \) equations must be obtained by Jacobi's method; these will involve \( n - m \) arbitrary constants. From these equations and the given \( m \) equations, the values of \( p \) must be derived and be substituted in
\[
\frac{dz}{dx_1 + p_2 dx_2 + \ldots + p_n dx_n}.
\]
The integral is the common complete integral of the original equations, and it contains \( n - m + 1 \) arbitrary constants.

Second Case. It may happen that, for one or for several combinations of the indices in the series \( 1, 2, \ldots, m \), we find \( (F_r, F_s) \) a function of the independent variables only, or \( (F_r, F_s) \) a determinate constant. In neither case can \( (F_r, F_s) \) be zero; the conditions that the equations should be simultaneously integrable are not satisfied, and there is no common integral of the proposed equations.

Third Case. It may happen that, for one or for several combinations of the indices in the series \( 1, 2, \ldots, m \), we find results of the form
\[
(F_r, F_s) = f(x_1, x_2, \ldots, x_m, p_1, p_2, \ldots, p_n),
\]
where \( f \) does not become identically zero on combination with the given equations. Let there be \( l \) such combinations, so that \( m + l \) must not be greater than \( n \); then, for combinations other than these \( l \), the equations
\[
(F_r, F_s) = 0
\]
are satisfied. We now take
\[ 0 = F_{m+1} = f_1, \quad 0 = F_{m+2} = f_2, \ldots, \quad 0 = F_{m+s} = f_s; \]
and substitute in the functions
\[ (F_r, F_s), \]
where either \( r \) or \( s \) at least must be greater than \( m \).

If then these functions all vanish, we have \( m + l \) equations which are simultaneously integrable; and we determine, by Jacobi's method, the \( n - m - l \) remaining equations necessary to give the complete integral, which will therefore contain \( n - m - l + 1 \) arbitrary constants.

If for any combination \((F_{m+i}, f_k)\), or for any one combination \((f_i, f_k)\), the function be a determinate constant or a function of the independent variables only, the equations are not simultaneously integrable; and then there is no common integral.

If for any combination \((F_{m+i}, f_k)\), or for any one combination \((f_i, f_k)\), we obtain a function \( \phi(x_1, x_2, \ldots, x_n, p_1, p_2, \ldots, p_n) \) which does not vanish in virtue of the equations already obtained, we proceed with the functions \( \phi \) as we did before with the functions \( f \). Ultimately, either we shall arrive at a finite number, not greater than \( n \), of independent equations which are simultaneously integrable, and then, in the ordinary way, obtain the common integral; or we shall obtain a result indicating impossibility of simultaneous existence, in which case there will be no common integral.

**Ex. 1.** Obtain a common integral (if one exist) of the simultaneous equations
\[ F_1 = p_1 x_1 + p_2 x_2 = 0, \]
\[ F_2 = p_2 p_2 x_1 + x_2 x_2 = 0. \]

We have
\[ (F_1, F_2) = p_1 x_1 + p_2 x_2 = 0, \]
where the right-hand side does not vanish in virtue of \( F_1 = 0 = F_2 \); we therefore write
\[ F_3 = p_1 x_1 + p_2 x_2 - p_2 x_2 - p_4 x_4 = 0. \]
Then
\[ (F_1, F_2) = 0. \]
Also
\[ (F_1, F_2) = -2 p_1 p_2 x_1 - 2 x_2 x_2 = 0, \]
\[ (F_3, F_2) = 2 p_2 p_2 x_1 - 2 x_2 x_2 = 0; \]
the three equations are therefore compatible. Let \( F_t \) be the other function required, so that it will be determined as a common integral of the equations \( (F_4, F_4) = 0 = (F_5, F_5) = (F_3, F_3) \).

Considering it as an integral of
\[ (F_4, F_5) = 0, \]
we form the equations
\[ \frac{dx_1}{x_1} = \frac{dx_2}{x_2} = \frac{dx_3}{x_3} = \frac{dx_4}{x_4} = \frac{dp_1}{p_1} = \frac{dp_2}{p_2} = \frac{dp_3}{p_3} = \frac{dp_4}{p_4} = 0. \]
One integral is
\[ p_1 = ax_2, \]
where \( a \) is arbitrary; we therefore tentatively take
\[ F_4 = \frac{p_1}{x_2}. \]

We then find
\[ (F_1, F_1) = 0; \]
and
\[ (F_3, F_3) = \frac{p_1}{x_2} - \frac{p_3}{x_3}. \]

On solving the equations
\[ F_1 = 0 = F_2 = F_3 = F_4 = 0, \]
we find
\[ p_1 = ax_2, \quad p_2 = \frac{1}{a} x_2, \quad p_3 = ax_3, \quad p_4 = \frac{1}{a} x_3, \]
and therefore
\[ p_1 p_2 = x_2 x_3, \]
so that
\[ (F_4, F_4) = 0. \]

Hence a common solution is
\[ p_1 = ax_2. \]

To obtain a complete common integral, we have
\[ dx = a x_3 d x_1 + x_4 d x_2 + \frac{1}{a} (x_2 d x_3 + x_3 d x_4), \]
so that the integral is
\[ z = ax_1 x_3 + \frac{1}{a} x_2 x_3 + b, \]
where \( a \) and \( b \) are arbitrary constants.

**Ex. 2.** Obtain integrals of the preceding equations in the forms:

(i) \[ z = ax_1 x_3 + \frac{1}{a} x_2 x_3 + b; \]
(ii) \[ z = 2 \{ x_1 x_3 (x_1 x_3 - a) \}^{1/3} + b; \]
(iii) \[ z = 2 \{ x_1 x_3 (x_2 x_3 - a) \}^{1/3} + b. \]
Homogeneous Linear Systems

232. One of the simplest classes of systems of simultaneous partial differential equations is composed of those in which each equation is homogeneous and linear, as in §194. They are, of course, included in the systems which have just been discussed. But the theory can be set out differently; and the practical process of integration is arranged in a different form.

We take the systems of equations

\[ A_i = A_i(x) = a_{i1}p_1 + a_{i2}p_2 + \ldots + a_{im}p_m = 0, \]

\[ A_j = A_j(x) = a_{j1}p_1 + a_{j2}p_2 + \ldots + a_{jm}p_m = 0, \]

\[ \vdots \]

\[ A_r = A_r(x) = a_{r1}p_1 + a_{r2}p_2 + \ldots + a_{rm}p_m = 0. \]

These \( r \) equations, which occur initially, are linearly independent of one another; and the coefficients \( a_{ij} \) of the derivatives are functions of the independent variables alone, so that they do not contain \( x \).

It is obvious that any function \( x \) of the independent variables, which satisfies all the equations of the system, must also satisfy all the equations

\[ A_i[A_j(x)] = A_j[A_i(x)] = 0, \]

for all the combinations \( i, j = 1, \ldots, r \). This last typical equation is

\[ \Sigma_{s=1}^{n} [A_i(a_p) - A_j(a_p)]p_s = 0. \]

It is precisely the Jacobian condition of coexistence of the equations \( A_i = 0 \) and \( A_j = 0 \), expressed by the earlier relation

\[ (A_i, A_j) = 0; \]

and we therefore shall use it in the new form which, as will be observed on the completion of the operations \( A_i \), leads to an equation of the same character as each of the equations in the original system.

As before, we have three alternatives. It may happen that the condition is satisfied identically, so that the relation

\[ A_i(a_p) - A_j(a_p) = 0 \]

is satisfied for all values of \( s \); no new equation arises. It may happen that the condition is satisfied, not identically, but only as a linear combination of the original equations; still, no new equation arises. It may happen that the condition is not satisfied, either identically or in virtue of the original equations; it must be satisfied and, therefore, in this event, it is a new equation which must be associated with the original system.

This result, in its alternative forms, holds for every combination \( s, j = 1, \ldots, r \). Should any new equations thus arise, we may denote them by

\[ A_{r+1} = 0, \ldots, A_{r+s} = 0. \]

Then each of these equations must satisfy the conditions of coexistence, alike with the original equations and with one another. These conditions may be satisfied either identically, or in virtue of the new augmented system, or they may produce new equations. In the last event, we associate them with the augmented system; and we proceed to consider the further conditions as before.

Ultimately, we obtain a system, for which all the conditions of coexistence of its constituents are satisfied. It is then said to be complete; and every constituent is homogeneous and linear. When thus complete, we may denote it by

\[ A_1 = 0, \ldots, A_m = 0, \]

where (under the construction of the complete system) the \( m \) equations are linearly independent of one another.

If \( m > n \), or if \( m = n \), the only possible inference from these linearly independent equations is

\[ p_1 = 0, \ldots, p_n = 0; \]

that is,

\[ z = \text{constant}. \]
The original equations then do not possess any effective common integral.

We therefore need only consider the case when \( m < n \), an assumption which accordingly will now be made.

233. We can change the complete system, in any manner, by linear combinations which leave the equations linearly independent; we proceed to prove that the modified system still will be complete. For take such a modified system

\[
B_s = \mu_1 A_1 + \mu_2 A_2 + \ldots + \mu_m A_m, \quad (s = 1, \ldots, m),
\]

where the determinant of the multipliers \( \mu \) is different from zero; manifestly, our system is

\[
B_1 = 0, \ldots, B_m = 0.
\]

As regards the modified system, we must have

\[
B_r \{ B_t (x) \} - B_t \{ B_r (x) \} = 0,
\]

for all the combinations \( r, t = 1, \ldots, m \), either identically, or in virtue of the equations of the system, if it is complete. But

\[
B_r \{ B_t (x) \} - B_t \{ B_r (x) \} = \sum_{i=1}^{m} \left[ \mu_{ri} A_i \left( \sum_{j=1}^{m} \mu_{ji} A_j (x) \right) \right] - \sum_{j=1}^{m} \left[ \mu_{ij} A_j \left( \sum_{i=1}^{m} \mu_{ri} A_i (x) \right) \right],
\]

the quantity \( A_i \left[ A_j (x) \right] - A_j \left[ A_i (x) \right] \) is a linear combination of the quantities \( A_1, \ldots, A_m \), and so the right-hand side is a linear combination of these quantities \( A \). It therefore is also a linear combination of the equivalent quantities \( B \), and so it vanishes with these quantities; that is, the system of equations

\[
B_1 = 0, \ldots, B_m = 0,
\]

also is complete.

Accordingly, we may resolve the original complete system \( A_1 = 0, \ldots, A_m = 0 \), so as to express \( m \) of the \( n \) derivatives \( p \) in terms of the remainder; let the result be

\[
C_1 (x) = p_1 + c_{12} p_{m+1} + \ldots + c_{1m} p_n = 0,
C_2 (x) = p_2 + c_{22} p_{m+1} + \ldots + c_{2m} p_n = 0,
\]

\[
C_m (x) = p_m + c_{m2} p_{m+1} + \ldots + c_{mm} p_n = 0,
\]

where \( k = n - m \), and the coefficients \( c \) are functions of the independent variables. In this form, the system of equations \( C = 0 \) is complete; and so all the conditions of coexistence

\[
C_r \{ C_s (x) \} - C_s \{ C_r (x) \} = 0,
\]

for the combinations \( r, s = 1, \ldots, m \) must be satisfied. Now

\[
C_r \{ C_s (x) \} - C_s \{ C_r (x) \} = \sum_{t=1}^{k} \{ C_r (c_{rt}) - C_s (c_{rt}) \} p_{m+t}.
\]

The right-hand side is to vanish, and manifestly it does not vanish in virtue of the equations

\[
C_1 = 0, \ldots, C_m = 0,
\]

for it does not involve \( p_1, \ldots, p_m \); it therefore must vanish identically, and so we have

\[
C_r (c_{rt}) - C_s (c_{rt}) = 0,
\]

for all the combinations \( r, s = 1, \ldots, m \), and for \( t = 1, \ldots, n - m \).

When expressed in this form, the system is often called a complete Jacobian system. There are various ways of constructing the integral; one of them is as follows*.

234. We begin with the equation

\[
p_1 + c_{12} p_{m+1} + \ldots + c_{1m} p_n = 0,
\]

where \( \mu = n - m \). The subsidiary equations (§ 194) are the set

\[
\frac{dx_1}{1} = \frac{dx_2}{c_{12}} = \ldots = \frac{dx_m}{c_{1m}} = \frac{dx_{m+1}}{c_{11}} = \ldots = \frac{dx_n}{c_{1n}}.
\]

Let the complete set of the integrals of these equations be denoted by

\[
x_1, \ldots, x_m, y_1, \ldots, y_m;
\]

the first \( m - 1 \) of these obviously belong to the set, and the remaining \( \mu \) are functionally independent of one another. Moreover, each of the quantities \( y \) is such that

\[
\frac{\partial y_s}{\partial x_1} = \frac{\partial y_s}{\partial x_2} = \ldots = \frac{\partial y_s}{\partial x_m} = \frac{\partial y_s}{\partial x_{m+1}} = \ldots = \frac{\partial y_s}{\partial x_n} = 0,
\]

* Others are expounded in chapter iv. of the fifth volume of my Theory of Differential Equations.
that is,
\[ \frac{\partial y_1}{\partial x_1} + c_{11} \frac{\partial y_2}{\partial x_{m+1}} + \cdots + c_{m} \frac{\partial y_m}{\partial x_m} = 0, \]
for \( s = 1, \ldots, \mu. \)

Having obtained these integrals of the system of equations subsidiary to the first equation, we change the independent variables so as to make \( y_1, \ldots, y_m, \) take the place of \( x_{m+1}, \ldots, x_n. \) The first equation becomes
\[ \frac{\partial z}{\partial x_1} + \sum_{s=1}^{\mu} k_{ra} \frac{\partial z}{\partial y_s} + \sum_{t=1}^{\mu} \left( c_{rt} \left( \sum_{s=1}^{\mu} \frac{\partial y_s}{\partial y_s} \frac{\partial y_s}{\partial x_{m+t}} \right) \right) = 0, \]
that is,
\[ \frac{\partial z}{\partial x_1} + \sum_{s=1}^{\mu} k_{ra} \frac{\partial z}{\partial y_s} + \sum_{t=1}^{\mu} c_{rt} \frac{\partial y_s}{\partial x_{m+t}} = 0, \]
and therefore
\[ \frac{\partial z}{\partial x_1} = 0, \]
when \( z \) is expressed in terms of \( x_2, x_3, \ldots, x_m, y_1, \ldots, y_m. \) Thus, in the changed form, \( z \) will not explicitly involve \( x_1. \)

Further, for the transformed expression of any of the later equations (say \( C_r = 0 \)), we have
\[ \frac{\partial z}{\partial x_1} + \sum_{t=1}^{\mu} k_{ra} \frac{\partial z}{\partial y_s} = 0, \]
that is,
\[ \frac{\partial z}{\partial x_1} + \sum_{s=1}^{\mu} k_{ra} \frac{\partial z}{\partial y_s} = 0, \]
where the actual value of \( k_{ra} \) is given by
\[ k_{ra} = \sum_{t=1}^{\mu} c_{rt} \frac{\partial y_s}{\partial x_{m+t}}; \]
and we suppose that all the coefficients \( k \) are expressed in terms of the new set of variables \( x_1, x_2, \ldots, x_m, y_1, \ldots, y_m. \) Thus the whole original system of equations, after the transformation of the variables, is
\[ C_1' = 0 = \frac{\partial z}{\partial x_1}, \]
\[ C_r' = 0 = \frac{\partial z}{\partial x_1} + \sum_{s=1}^{\mu} k_{ra} \frac{\partial z}{\partial y_s}, \quad (r = 2, \ldots, m), \]
the system being still complete. Among the conditions for completeness are those which bind the first equation with each of the remaining equations in turn; and these require that, for all values of \( s \) in the equation \( C_r' = 0, \) as well as for all the values of \( r, \) we must have
\[ \frac{\partial k_{ra}}{\partial x_1} = 0. \]

In other words, no one of the coefficients \( k_{ra} \) involves explicitly the variable \( x_1; \) and so we now have the system of equations
\[ C_r = 0, \quad (r = 2, \ldots, m), \]
which still is a complete system, the independent variables now being \( x_2, \ldots, x_m, y_1, \ldots, y_m. \) Every integral of the original system is an integral of this later system; and it does not explicitly involve the variable \( x_1, \) when \( x_2, \ldots, x_m, y_1, \ldots, y_m, \) are taken to be the independent variables.

235. Accordingly, we take the complete system
\[ C_1'' = 0, \ldots, C_m'' = 0, \]
involving \( n - 1 \) independent variables and containing \( m - 1 \) constituent equations. We proceed as before and attain a stage at which every integral is an integral of a new complete system
\[ C_2'' = 0, \ldots, C_m'' = 0, \]
involving \( n - 2 \) independent variables and containing \( m - 2 \) constituent equations.

And so on, from stage to stage. At the end, we have a single equation
\[ \frac{\partial z}{\partial x_1} + \frac{\partial z}{\partial x_2} + \cdots + \frac{\partial z}{\partial x_m} = 0, \]
in \( \mu + 1 \) independent variables. Every integral of the original system is an integral of this equation. We know (§ 194) that this equation has \( \mu \) \((= n - m)\), independent integrals, and also that, if these be \( z_1, \ldots, z_\mu, \) every integral of this last equation is given by
\[ z = \phi (z_1, \ldots, z_\mu), \]
where \( \phi \) is an arbitrary function. We therefore infer the theorem:

When a complete Jacobian system of homogeneous linear partial differential equations of the first order involves \( n \) independent
variables and contains \( n \) linearly independent constituents, it possesses \( n - m \) functionally independent integrals; and, if these be denoted by \( x_1, \ldots, x_{n-m} \), every integral of the system is insoluble in the equation

\[ s = \phi(x_1, \ldots, x_{n-m}) \]

for some form \( \phi \) of that otherwise arbitrary function.

Moreover, after the preceding analysis, a process of constructing the most general integral (if any) of a given initial homogeneous linear system is obviously as follows:

(i) we make the system complete, and resolve it for a number of the derivatives \( p_1, \ldots, p_m \), each in terms of \( p_{m+1}, \ldots, p_n \);

(ii) we obtain all the independent integrals, the simpler the better, of the first equation, and use these as independent variables to transform the original system, which then involves one variable fewer and contains one constituent fewer;

(iii) we proceed from stage to stage as in (ii), until there is only a single equation which is homogeneous and linear; and then

(iv) the most general integral of the last and single equation is the completely comprehensive integral of the original system.

*Ex. 1.* Integrate the system

\[ A_1 = p_1 - \frac{1+x_3}{x_3} p_2 - p_3 = 0, \]

\[ A_2 = p_2 + \frac{x_4}{1+x_4} p_4 = 0. \]

We have

\[ A_1 (A_2) - A_2 (A_1) = \frac{1+x_4+x_5}{1+x_4} \left( -\frac{p_2}{x_5^2} \right), \]

which must be zero; it manifestly does not vanish in virtue of \( A_1 = 0 \) and \( A_2 = 0 \); hence it is a new equation. Hence we have

\[ A_3 = p_2 = 0. \]

Thus

\[ A_1 (A_2) - A_2 (A_1) = \frac{1+x_4+x_5}{x_5^2 (1+x_5)} A_3 = 0, \]

and clearly

\[ A_1 (A_2) - A_2 (A_1) = 0, \quad A_2 (A_3) - A_3 (A_2) = 0; \]

that is, the system is complete. An equivalent complete system is

\[ p_4 = 0, \]

\[ p_1 - p_3 = 0, \]

\[ p_4 + \frac{x_4}{1+x_4} p_4 = 0. \]

The first equation is satisfied by making \( s \) any function of \( x_1, x_3, x_4, x_5 \).

The second equation is then satisfied by making \( s \) any function of \( x_1, x_5 \) and \( \xi \), where

\[ \xi = x_1 + x_3. \]

The third equation is then satisfied by making \( s \) any function of \( x_1, \) and \( \eta \), where \( \eta \) is an integral of the equation

\[ \frac{dx_5}{1+x_5} = \frac{dx_4}{x_4}, \]

that is, by taking

\[ \eta = \frac{1+x_5}{x_5}. \]

Consequently, the most general integral of the original system is

\[ s = \phi(\xi, \eta) = \phi\left( x_1 + x_3, \frac{1+x_5}{x_4} \right), \]

where \( \phi \) is an arbitrary function.

*Ex. 2.* Shew that the system

\[ (1+x_3^2) p_4 + x_4 x_5 p_5 - x_3 x_4 p_3 - x_5 p_1 = 0, \]

\[ x_1 x_3 p_4 + (1+x_3^2) p_5 - x_3 x_5 p_4 - x_3 x_5 p_3 = 0, \]

is complete as expressed; and prove that its most general integral has the form

\[ s = \phi(x_1 + x_3 x_5, x_2 + x_3 x_5, x_3^2 + x_5^2 x_3^2 + x_5^2 x_5^2), \]

where \( \phi \) is an arbitrary function of its three arguments.

*Ex. 3.* Shew that the system

\[ p_4 - p_3 = 0, \]

\[ p_3 - p_1 + (x_3 - x_5) p_3 - \frac{2 x_4}{x_4} p_4 = 0, \]

has no integral involving \( x_3, x_4, \) or \( x_5 \).
Ex. 4. Obtain the most general integrals (if any) of the respective systems:

(i) \( x_1p_1 + (1 + x_2)p_2 = 0 \)
\[ \begin{align*}
&= P_1 \frac{1}{1 + x_2} p_2 - P_2 = 0; \\
&= (1 + x_2)p_1 + x_2p_2 = 0
\end{align*} \]

(ii) \[ x_1\frac{x_1}{1 + x_2} p_2 + \frac{x_2}{1 + x_2} p_2 = 0 \]

(iii) \[ x_1x_2p_2 - x_2p_2 = 0 \]
\[ x_1x_2 + x_2p_2 + x_1x_2 + x_1x_2 p_4 \]
\[ + (x_1 + x_2 + x_1 + x_2)p_2 = 0 \]

(iv) \[ p_2 + P_2 + (x_1 - p x_2) p_2 = 0 \]

where, in the last system,
\[ \rho (1 + x_2^2) = x_4x_5 + t (1 + x_4^2 + x_5^2)^{\frac{1}{2}}. \]

**MISCELLANEOUS EXAMPLES.**

1. Integrate the equations:

   (i) \[ \{a(x + y) + n(x + z)\} p + \{n(y + z) - m(x + y)\} q = l(z + x) - m(z + y) \]

   (ii) \[ p(x + \alpha)^2 + q(z + \alpha)^2 = s^2 + \alpha \]

   (iii) \[ x^2(y - z) p + y^2(z - x) q = s^2(z - x) \]

2. Form the differential equation whose complete integral is

\[ x^2 + y^2 + z^2 = 2sx + 2zy + 2yz \]

where \( s^2 + \beta^2 + \gamma^2 = \alpha^2 \), \( \alpha \) being a given constant, and \( \alpha, \beta, \gamma \) otherwise arbitrary. From the differential equation, deduce the singular integral.

Illustrate the connection of the complete, general, and singular integrals by a geometrical interpretation.

3. Integrate

\[ x^2 p + y^2 q = s^2 \]

and find the equation of the cone of the second degree, which satisfies this equation and passes through the point \((1, 2, 3)\).

4. Obtain the primitive of the equation

\[ p(x + y + z + q) - 1 \]

and discuss the nature of the integral

\[ x + y + z = 0. \]

5. Integrate the equation

\[ (y - z) X^\frac{1}{2} \frac{\partial}{\partial x} + (x - z) Y^\frac{1}{2} \frac{\partial}{\partial y} + (x - y) Z^\frac{1}{2} \frac{\partial}{\partial z} = 0, \]

where \( X, Y, Z \) are the same quadratic functions of \( x, y, z \), respectively.

Integrate it also, (i), when they are quartic functions; (ii) when they are sextic functions. (Richelot.)

6. Prove that, if

\[ u = \exp (k x^2) \]

then

\[ \frac{\partial u}{\partial h} = 4k^2 \frac{\partial u}{\partial k} + 2ku, \]

and hence that

\[ u = (1 - 4hk)^{-\frac{1}{2}} \exp \left( \frac{kx^2}{1 - 4hk} \right) \]

Show also that

\[ \exp \left( \frac{h x^2}{\partial x \partial y} \right) \exp (kxy) = (1 - hk)^{-1} \exp \left( \frac{kxy}{1 - hk} \right). \]

Similarly prove that

\[ \frac{h x^2}{\partial x \partial y} \exp (x^2) = \frac{x}{(1 + 4hk)^{\frac{1}{2}}} \]

7. Integrate the equation

\[ (x_1 - x_3 x_2) p_2 + (x_3 - x_2 x_1) p_3 = 1, \]

where

\[ X_\mu = a_\mu, x_1 + a_\mu x_2 + a_\mu x_3, \]

\[ (Hesse). \]

and the equation

\[ a_1 (x_2 p_3 - x_3 p_2)^2 + a_2 (x_3 p_2 - x_1 p_3)^2 + a_3 (x_1 p_3 - x_2 p_1)^2 = 1. \]

(Schläfli.)

8. Solve the equations:

   (i) \[ p^2 + q^2 = x^2 + y^2 + z^2; \]

   (ii) \[ pq = px + qy; \]

   (iii) \[ pq = py + qz; \]

   (iv) \[ p_1 p_2 p_3 + x_1 x_2 x_3 (x_1 p_1 + x_2 p_2 + x_3 p_3) = x_1 x_2 p_3 + x_2 x_3 p_1 + x_3 x_1 p_2. \]

9. Find the equation of a surface which belongs at once to surfaces of revolution defined by the equation \( pq - qx = 0 \), and to conical surfaces defined by the equation \( px + qy = z \).
10. If \( z = f(x, y) \) denote any solution of the equation
\[
y^2 - \frac{a^2}{2} + 2pz = c^2(1 + x^3)^\frac{1}{3},
\]
the curves represented by the equation
\[
\left(\frac{dy}{dx}\right)^2 = 2f(x, y) \frac{dy}{dx} - 1 = 0
\]
are an orthogonal system such that the product of the curvatures at any point is constant.

If \( f(x, y) \) do not contain \( y \), the form of the function is determined by
\[
f(x) = (1 + \tan^2 \theta) \frac{1}{2} \tan \theta,
\]
where \( c_x = 2^\frac{1}{2} E(2^\frac{1}{2} \sin \frac{1}{2} \theta) - 2^\frac{1}{2} F(2^\frac{1}{2} \sin \frac{1}{2} \theta) \), \( F \) and \( E \) being the first and second elliptic integrals, of modulus \( 2^{-\frac{1}{2}} \).

11. Find the surface cutting at right angles all the spheres, which pass through a given point and have their centres on a given line passing through that point.

12. Find the surface in which the coordinates of the point, where the normal meets the plane of \( xy \), are proportional to the corresponding coordinates of the surface.

13. Find the system of surfaces orthogonal to the curves
\[
\cosh x : \cosh y : \cosh z = a : b : c.
\]

14. Prove that a solution of the differential equation
\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0
\]
is
\[
\begin{align*}
u &= \phi_x, \quad \psi_x, \\
v &= \psi_x, \quad \phi_x, \\
w &= \psi_x, \quad \psi_y
\end{align*}
\]
where \( \phi \) and \( \psi \) are arbitrary functions of \( x, y, \) and \( z \).

Prove also that this is the general solution.

15. Show that, if the simultaneous equations
\[
\begin{align*}
X \frac{\partial u}{\partial x} + Y \frac{\partial u}{\partial y} + Z \frac{\partial u}{\partial z} &= 0, \\
X' \frac{\partial u}{\partial x} + Y' \frac{\partial u}{\partial y} + Z' \frac{\partial u}{\partial z} &= 0,
\end{align*}
\]
have a solution different from \( u = \text{constant} \), then
\[
(Y'Z - Z'Y) \frac{dx}{dz} + (ZX' - Z'X) \frac{dy}{dz} + (X'Y - X'Y) \frac{dz}{dx} = 0
\]
is reducible to an exact equation, from the integral of which such common solution may be derived.

Have the equations
\[
\begin{align*}
\frac{\partial u}{\partial x} + cx + cy + x y &= 0, \\
(y - a) \frac{\partial u}{\partial x} + (x - b) \frac{\partial u}{\partial y} + (x - y) \frac{\partial u}{\partial z} &= 0,
\end{align*}
\]
a common solution other than \( u = \text{constant} \)?

16. Solve by Jacobi's method the equation
\[
p_1 + (3x_2 + 2x_3) p_2 + (4x_2 + 5x_3) p_3 + \{x_2 + x_3 (p_2 - p_3)\} p_2 + \frac{a^2}{2} p_3^2 = 0.
\]
(Imchenetsky.)

Show that, by generalisation of the formulae which in the case of two independent variables are the analytical expression of the principle of duality, this equation can be transformed into one which is linear in the partial differential coefficients of the new variable; and hence integrate the above equation.

17. Solve by Jacobi's method the equation
\[
x_1^2 p_1 + 2x_2 p_2 - 2x_1 x_2 - b \log p_2 + 2b \log x_1 = a,
\]
(Ampère, and Grandorge:)
also the equation
\[
x_1 = p_1 (p_1 + p_2) + x_1 p_1 (p_2 + x_1 p_2).
\]
(Imchenetsky.)

18. Obtain the complete common integral of the simultaneous equations:
\[
\begin{align*}
2x_2 x_3 p_1 + x_3 x_4 p_4 - x_2 x_3 &= 0, \\
2x_3 p_2 - x_2 p_4 - 1 &= 0, \\
x_2 x_3 p_2 + x_2 x_3 p_4 - x_2 x_3 &= 0,
\end{align*}
\]
(Collet.)

19. Obtain the complete common integral of the equations
\[
\begin{align*}
(x_2^2 - x_3^2) p_1 - (x_2 x_3 - x_2 x_3) p_2 + (x_2 x_3 - x_1 x_3) p_4 &= 0, \\
(x_2^2 - x_3^2) p_2 + (x_2 x_3 - x_2 x_3) p_1 + (x_1 x_3 - x_2 x_4) p_4 &= 0,
\end{align*}
\]
and that of the equations
\[
\begin{align*}
x_1 p_1 - x_2 p_2 + x_2 p_3 - x_4 p_4 &= 0, \\
x_1 p_1 + x_4 p_2 - x_1 p_3 - x_2 p_4 &= 0.
\end{align*}
\]
(Collet.)
CHAPTER X

PARTIAL DIFFERENTIAL EQUATIONS OF THE SECOND AND HIGHER ORDERS

236. It will be assumed through practically the whole of this chapter that there are only two independent variables. The notation already used for the partial differential coefficients of the first order will be retained; and it will be convenient to introduce similar symbols \( r, s, t \), to represent those of the second order, which are thus defined:

\[
\begin{align*}
    r &= \frac{\partial^2 z}{\partial x^2}, \quad s = \frac{\partial^2 z}{\partial x \partial y}, \quad t = \frac{\partial^2 z}{\partial y^2}.
\end{align*}
\]

An equation is said to be of the second order\(^*\), when it includes one at least of these differential coefficients \( r, s, t \), but none of a higher order; the quantities \( p \) and \( q \) may also enter into the equation, the general form of which will therefore be

\[
F(x, y, z, p, q, r, s, t) = 0.
\]

The complete integral of the equation is the most general relation possible between \( x, y, z \), such that, when the value of \( z \) derived from it and the associated differential coefficients thence formed are substituted in the differential equation, the latter becomes an identity. No condition is annexed to the definition in regard to the form of the complete integral, which may involve in its expression either arbitrary constants or arbitrary functions or both.

\(^*\) For the whole theory of partial differential equations of the second order, reference may be made to the sixth volume of my Theory of Differential Equations, and to the treatise by Goursat, Leçons sur l'Intégration des équations aux dérivées partielles du second ordre à deux variables indépendantes, (Paris, Hermann; t. 1., 1896, t. ii., 1898).

An intermediate integral is a relation in the form of a partial differential equation of the first order such that the given differential equation can be deduced from it. It does not necessarily exist as one distinct from, and derivable immediately by mere differentiation of, the complete integral; when such an integral, however, has been obtained, the application of the method of the preceding chapter will give an integral which may actually be, or may only be a particular case of, the complete integral.

A question naturally arises as to the most general form of an intermediate integral and also as to the form, which may or must be possessed by an equation of the second order having an intermediate integral. The obvious elements of generality in any equation are arbitrary functions and arbitrary constants.

When an intermediate integral is general, through the occurrence of an arbitrary function, it can contain only a single arbitrary function. As will be seen in § 230, when such an equation has the form

\[
u = f(v),
\]

where \( f \) is an arbitrary function, while \( u \) and \( v \) are specific functions of \( x, y, z, p, q \), the equivalent equation has the form

\[
Rr + Ss + Tt + U(rt - s^2) = V,
\]

where \( R, S, T, U, V \), do not involve derivatives of the second order.

When an intermediate integral is general, through the occurrence of arbitrary constants which are not coefficients in an arbitrary function, it cannot contain more than two independent arbitrary constants. If it has a form

\[
\phi(x, y, z, p, q, \alpha_1, \ldots) = 0,
\]

we construct the derived equations

\[
\frac{d\phi}{dx} = 0, \quad \frac{d\phi}{dy} = 0;
\]

among these three equations we usually could eliminate two (but not more than two) constants \( \alpha \). There is no limitation upon the form of the deduced equation of the second order, corresponding to the limitation in the preceding case.
237. Hitherto, it has been possible only in particular cases to integrate the general equation. The most important of these cases is that in which the differential coefficients of the second order occur only in the first degree, so that the equation is linear; its most general form is then

$$ Rr + Ss + Tt = V, $$

in which \( R, S, T, V \) are functions of \( x, y, z, p, \) and \( q \). This equation will now be discussed; but before giving the methods which have been used for its integration, it is desirable to consider some special forms which are simple and can be solved immediately; it will then be possible to exclude these cases afterwards from the general discussion.

One of the simplest cases is

$$ r = f(x), $$

so that

$$ \frac{dx}{dx} = \int f(x) \, dx + \phi(y), $$

where \( \phi \) is an arbitrary function; another integration gives

$$ x = \int \int f(x) \, dx \, dy + ax + \psi(y), $$

where both \( \phi \) and \( \psi \) are arbitrary.

Similarly, the integral of the equation

$$ s = 0 $$

is

$$ s = \phi(x) + \psi(y), $$

where \( \phi \) and \( \psi \) are arbitrary functions.

Similarly, we may integrate the equation

$$ r = M_p = N, $$

where \( M \) and \( N \) are functions of \( x \) and of \( y \) respectively; it may be written

$$ \frac{dp}{dx} + M_p = N, $$

\( y \) being constant for purposes of differentiation and integration with regard to \( x \). Thus

$$ p = e^{-Mdx} \left[ e^{Mdx} \frac{N \, dx + \phi(y)}{N} \right], $$

where \( \phi \) is an arbitrary function; and therefore

$$ x = \int dx \, e^{-Mdx} \left[ e^{Mdx} \frac{N \, dx + \phi(y)}{N} \right] + \psi(y), $$

\( \psi \) being an arbitrary function.

**Ex.** Integrate

(i) \( s + M_p = N \); (ii) \( s + M_q = N \);

where \( M \) is a function of \( x \) only and \( N \) of \( y \) only.

After these simple examples, we proceed to the integration of those equations of the second order which possess an intermediate integral. We shall begin with an exposition of the customary method, originally devised by Monge; it proves effective for some equations of the form

$$ Rr + Ss + Tt + U \, (rt - st) = V, $$

whether \( U \) be zero or not.

Later, in §§ 251, 252, we shall give a quite different method, which proves effective for all equations (whether of this form or not) possessing intermediate integrals, and which also enables us to decide in the case of any given equation whether it does or does not possess an intermediate integral.

**Monge’s Method of Integration of the Equation**

$$ Rr + Ss + Tt = V. $$

238. Monge’s method consists in a certain process for the discovery of either one or two intermediate integrals of the form

$$ u = f(v), $$

where \( u \) and \( v \) are functions of \( x, y, z, p, q, \) and \( f \) is some arbitrary functional symbol; there is thus implied in the method a tacit assumption that the differential equation admits of such an integral. It is therefore in the first place proper to enquire whether this assumption is justifiable in the general case and, if it should prove not to be so, to indicate how the general equation must be limited so that the assumption may be fairly made. For this purpose, it will be sufficient to proceed from the supposed intermediate integral and obtain the corresponding differential equation.
239. Since \( u = f(v) \), and \( u \) and \( v \) are functions of \( x, y, z, p, q \), we have
\[
\frac{\partial u}{\partial x} + p\frac{\partial u}{\partial p} + r\frac{\partial u}{\partial r} + s\frac{\partial u}{\partial s} = \frac{\partial f}{\partial v} \cdot \frac{\partial v}{\partial x} + \frac{\partial v}{\partial p} + r\frac{\partial v}{\partial r} + s\frac{\partial v}{\partial s},
\]
and
\[
\frac{\partial u}{\partial y} + q\frac{\partial u}{\partial q} + s\frac{\partial u}{\partial s} + t\frac{\partial u}{\partial t} = \frac{\partial f}{\partial v} \cdot \frac{\partial v}{\partial y} + q\frac{\partial v}{\partial q} + s\frac{\partial v}{\partial s} + t\frac{\partial v}{\partial t}.
\]
Eliminating the quantity \( \frac{\partial f}{\partial v} \) between these two equations we find, as the equivalent differential equation freed from the arbitrary function,
\[
rR_1 + sS_1 + tT_1 + U_1 (rt - \delta t) = V_1, \text{ }}
\]
where \( R_1, S_1, T_1, U_1, V_1 \) are given by the relations
\[
R_1 = \frac{(u, v)}{p, y} + q \left( \frac{u, v}{q, z} \right),
\]
\[
S_1 = \frac{(u, v)}{q, y} + q \left( \frac{u, v}{q, z} + \left( \frac{u, v}{q, w} \right) + p \left( \frac{u, v}{q, p} \right) \right),
\]
\[
T_1 = \frac{(u, v)}{z, p} + p \left( \frac{u, v}{z, y} \right),
\]
\[
U_1 = \frac{(u, v)}{p, q},
\]
\[
V_1 = q \left( \frac{u, v}{z, a} + p \left( \frac{u, v}{y, z} \right) + \left( \frac{u, v}{y, w} \right) \right),
\]
the symbols \( \frac{(u, v)}{a, b} \), denoting, as usual, \( \frac{\partial u}{\partial a} \frac{\partial v}{\partial b} = \frac{\partial u}{\partial b} \frac{\partial v}{\partial a} \)

If this differential equation of the second order be the same as the original equation, we must have
\[
U_1 = 0,
\]
and
\[
\frac{R_1}{R} = \frac{S_1}{S} = \frac{T_1}{T} = \frac{V_1}{V},
\]
which are four equations in all. Now when
\[
rR + sS + tT = V \text{ }}
\]
is looked upon as the equation to be solved, these four equations just obtained will be equations satisfied by the quantities \( u \) and \( v \) from which the intermediate integral of (2) may be constructed.

240. There is an important deduction from this result to be noted, though not affecting our present aim: it would be useless to seek an integral of the assumed intermediate form for any differential equation which is not of the form
\[
rR + sS + tT + U (rt - \delta t) = V.
\]
Just as in the particular case when \( U = 0 \), which has been already considered, it may be proved that a differential equation of this form can have an intermediate integral of the proposed type only when two identical relations among the coefficients \( R, S, T, U, V \) are satisfied.

Ex. When there are three independent variables, these may be conveniently denoted by \( x_1, x_2, x_3 \), and the corresponding differential coefficients of \( z \) by \( p_1, p_2, p_3 \). Prove that, if every first minor of the determinant
\[
\begin{vmatrix}
\frac{\partial \phi}{\partial x_1} & \frac{\partial \phi}{\partial x_2} & \frac{\partial \phi}{\partial x_3} \\
\frac{\partial \psi}{\partial x_1} & \frac{\partial \psi}{\partial x_2} & \frac{\partial \psi}{\partial x_3} \\
\frac{\partial \chi}{\partial x_1} & \frac{\partial \chi}{\partial x_2} & \frac{\partial \chi}{\partial x_3}
\end{vmatrix}
\]
vanish, then the equation
\[
F(\phi, \psi, \chi) = 0,
\]
where \( F \) is an arbitrary function, will lead to a differential equation of the second order of the form
\[
R_1 \frac{\partial^2 z}{\partial x_1^2} + R_2 \frac{\partial^2 z}{\partial x_2^2} + R_3 \frac{\partial^2 z}{\partial x_3^2} + R_4 \frac{\partial z}{\partial x_1} \frac{\partial z}{\partial x_2} + R_5 \frac{\partial z}{\partial x_2} \frac{\partial z}{\partial x_3} + R_6 \frac{\partial z}{\partial x_3} \frac{\partial z}{\partial x_1} = V,
\]
where $R_1, R_2, \ldots, R_{21}, V$, are functions of the variables and the first differential coefficients of $z$ only, and that the coefficients $R$ satisfy the relation

$$R_1 R_{21}^2 + R_2 R_{32}^2 + R_3 R_{43}^2 - 4 R_1 R_2 R_3 - R_1 R_{21} R_{21} = 0.$$ 

Information on this class of equations will be found in Euler, Inst. Calc. Int., t. iii, p. 448, and Legendre, Mémoires de l'Académie des Sciences, 1787, p. 323.

241. It therefore follows that we may consider

$$R_r + S_s + T_t + U_r (rt - s^2) = V,$$

as the most general equation having an intermediate integral of the specified type. The linear equation of § 238 is included in this form, being given by the particular case when $U = 0$.

We now assume that the relations between the quantities $R, S, T, U, V$, necessary for the possession of an intermediate integral of the assumed form, are satisfied; and we proceed to deduce this integral. We have always

$$\begin{align*}
\frac{dp}{dt} &= r \, dx + s \, dy, \\
\frac{dq}{dt} &= s \, dx + t \, dy; \\
\end{align*}$$

when we substitute in the above general equation the values of $r$ and $t$ derived from these equations, it takes the form

$$\begin{align*}
R dpdy + T dqdx + U dpdq - V dxdy &= \left( R \frac{dy}{dy} - S \frac{dx}{dy} + T \frac{ds}{dy} + U \frac{dp}{dy} + U \frac{dq}{dy} \right).
\end{align*}$$

Now let

$$u = a \quad \text{and} \quad v = b,$$

(where $a$ and $b$ are arbitrary constants) be two integrals of the equations

$$\begin{align*}
R dpdy + T dqdx + U dpdq - V dxdy &= 0, \\
R dy^2 + T dx^2 + U dpdx + U dqdy &= S dxdy,
\end{align*}$$

$dz = p dx + q dy$,

$u$ and $v$ being therefore functions of $x, y, z, p,$ and $q$.

Hence we have

$$\begin{align*}
\frac{\partial u}{\partial x} + p \frac{\partial u}{\partial z} &+ \frac{\partial u}{\partial y} + q \frac{\partial u}{\partial z} \right) dy + \frac{\partial u}{\partial p} dp + \frac{\partial u}{\partial q} dq = 0, \\
\end{align*}$$

and

$$\begin{align*}
\frac{\partial v}{\partial x} + p \frac{\partial v}{\partial z} &+ \frac{\partial v}{\partial y} + q \frac{\partial v}{\partial z} \right) dy + \frac{\partial v}{\partial p} dp + \frac{\partial v}{\partial q} dq = 0,
\end{align*}$$

which must be equivalent to the equation of which $u = a$ and $v = b$ are the integrals. Now solving these for $dp$ and $dq$, and using the symbols of § 239, we find

$$\begin{align*}
- U_1 dp &= T_1 dx + \left\{ \left( \frac{u}{y} \frac{dy}{y} \right) + \left( \frac{u}{y} \frac{v}{z} \right) \right\} dy, \\
- U_1 dq &= R_1 dy + \left\{ \left( \frac{u}{p} \frac{dy}{y} \right) + \left( \frac{u}{p} \frac{v}{z} \right) \right\} dx,
\end{align*}$$

and therefore

$$\begin{align*}
- U_1 dp dx - U_1 dq dy &= T_1 dx^2 + R_1 dy^2 + \left\{ \left( \frac{u}{y} \frac{dy}{y} \right) + \left( \frac{u}{y} \frac{v}{z} \right) \right\} dy + \left\{ \left( \frac{u}{p} \frac{dy}{y} \right) + \left( \frac{u}{p} \frac{v}{z} \right) \right\} dx dxdy
\end{align*}$$

and similarly we obtain

$$\begin{align*}
(U_1 dp + T_1 dx) (U_1 dq + R_1 dy) &= (U_1 V_1 + R_1 T_1) dxdy,
\end{align*}$$

or

$$\begin{align*}
R_1 dpdy + T_1 dqdx + U_1 dpdq - V_1 dxdy &= 0.
\end{align*}$$

These being identical with the former equations, we have

$$\frac{R_1}{R} = \frac{T_1}{T} = \frac{U_1}{U} = \frac{V_1}{V} = \frac{S_1}{S},$$

and therefore the equation to be solved becomes

$$R_1 r + S_1 s + T_1 t + U_1 (rt - s^2) = V_1.$$ 

But we already know the solution of this equation because it was derived from an intermediate integral; and this integral is

$$u = f(v),$$

which is therefore an intermediate integral as required.

We thus derive the integral by making one of the functions deduced from the two subsidiary equations an arbitrary function of the other.

242. Let us consider in particular the case of the linear equation when $U = 0$; the subsidiary equations are now

$$\begin{align*}
R dy^2 + T dx^2 - S dxdy &= 0, \\
R dpdy + T dqdx &= V dxdy,
\end{align*}$$

where $R_1, R_2, \ldots, R_{21}, V$, are functions of the variables and the first differential coefficients of $z$ only, and that the coefficients $R$ satisfy the relation

$$R_1 R_{21}^2 + R_2 R_{32}^2 + R_3 R_{43}^2 - 4 R_1 R_2 R_3 - R_1 R_{21} R_{21} = 0.$$
The former of these is of the second degree; it can, in general, be resolved into two distinct equations of the first degree.

Since the necessary conditions for the existence of an intermediate integral are supposed to be satisfied, it follows that one at least of the equations of the first degree will, when combined with

\[ Rdx + Tdy = Vdxdy, \]

and with \( dx = pdx + qdy \) if necessary, lead to an integral system which determines \( u \) and \( v \); and there will thus be obtained an intermediate integral of the form

\[ u = f(v). \]

It may happen that each of the two equations of the first degree, similarly treated, will lead to integral systems of the desired form; and there will then be obtained two intermediate integrals

\[ u_i = f(v_i); \quad u_o = f(v_o). \]

If \( S^2 = 4RT \), there will be only a single equation of the first degree equivalent to

\[ Rdy^2 + Tdx^2 - Sdxdy = 0; \]

since the necessary conditions are satisfied, this single equation will lead, by a similar process, to an intermediate integral.

243. Passing now to the more general case in which \( U \) is not zero, we may similarly prove that one intermediate integral will, and two intermediate integrals may, be derivable from the subsidiary equations, provided the conditions necessary for the existence of an intermediate integral are satisfied. Let the subsidiary equation which involves \( V \) be multiplied by a quantity \( \lambda \), as yet indeterminate, and added to the other; the result is

\[ Rdy^2 + Tdx^2 - (S + \lambda V) dxdy + Udpdx + Udqdy + \lambda Rdxdy + \lambda Tdxdy + \lambda Udxdy = 0. \]

Now this can be resolved into two linear factors so as to be equivalent to

\[ (Rdy + kTdx + m Ud) \left( dy + \frac{1}{k} dx + \frac{\lambda}{m} dq \right) = 0, \]

provided the quantities \( k, m, \lambda \), be such as to make the coefficients of the several terms in the expanded product the same as before.

Applying this condition, we find that the relations to be satisfied by these quantities are

\[ kT + \frac{1}{k} R = -(S + \lambda V), \quad \frac{1}{m} \lambda R = U, \]

\[ kT = \lambda T, \quad mU = \lambda R, \quad m \frac{U}{k} = U; \]

these are all satisfied by

\[ m = k = \lambda \frac{R}{U}, \]

provided \( \lambda \) be determined by the equation

\[ \lambda^2 (RT + UV) + \lambda US + U^2 = 0. \]

Let the two values of \( \lambda \) furnished by this equation be \( \lambda_1 \) and \( \lambda_2 \), which will be unequal except when

\[ S^2 = 4(RT + UV). \]

The two subsidiary equations may be replaced by the two equations each resoluble into linear factors when the values of \( k, m, \lambda \), are therein substituted, which two equations, after a slight reduction, may be written:

\[ (Udy + \lambda_1 Tdx + \lambda_1 Ud) (Udx + \lambda_1 Rdq + \lambda_1 Ud) = 0, \]

\[ (Udy + \lambda_2 Tdx + \lambda_2 Ud) (Udx + \lambda_2 Rdy + \lambda_2 Ud) = 0. \]

To obtain the functions \( u \) and \( v \), from which an intermediate integral may be constructed, we must combine in pairs a factor from the first with a factor from the second. But of the four possible combinations two must be excluded, viz., that obtained by combining the first factors in these equations, for it would lead to a result

\[ Udy = 0, \]

which obviously would not furnish any solution; and that obtained by combining the second factors in these equations, for it would lead to a result

\[ Udx = 0, \]

which obviously also would furnish no solution. Hence the equations may again be replaced by the two pairs of equations

\[ Udy + \lambda_1 Tdx + \lambda_1 Ud = 0 \]

\[ Udx + \lambda_2 Rdy + \lambda_2 Ud = 0, \]
and

\[ Ud\xi + \lambda_2 Rdy + \lambda_3 Udq = 0 \]
\[ Udy + \lambda_2 Tdx + \lambda_3 Udp = 0 \]

From one of the pairs we shall have two integrals of the form \( u = a \) and \( v = b \); and therefore also through that pair we obtain an intermediate integral.

And it may happen, as in the simpler case of § 242, that we can obtain an intermediate integral through each of the pairs of equations of the first degree.

These two integrals, which may be denoted as before by

\[ u_i = f(v_i), \quad u_2 = \phi(v_2), \]

are intermediate integrals of the original differential equation, and are distinct except when

\[ S^2 = 4(RT + UV), \]

when only a single intermediate integral is obtainable.

244. We may now proceed further in the integration for either the linear equation of § 242 or the more general form of § 243. Taking the intermediate integral obtained if there be only one, or either of the intermediate integrals if there be two, we have a differential equation of the first order; the complete integral (and the associated integrals) of this can be obtained by the methods of Chap. IX. This integral will be the final integral of the original equation.

245. In the case when there are two intermediate integrals, we may apply an important proposition (now to be proved) which will considerably shorten the further labour of deriving this final integral. This proposition may be enunciated as follows:

When we have obtained two intermediate integrals of the form

\[ u_1 = f(v_1), \quad u_2 = \phi(v_2), \]

and we consider them as simultaneous equations to determine \( p \) and \( q \) as functions of \( x, y, \) and \( z, \) the values of \( p \) and \( q \) given by these equations will be such as to render

\[ dz = p \, dx + q \, dy \]

integrable.

Assuming this proposition established, we have therefore merely to solve the two intermediate integrals as simultaneous equations in \( p \) and \( q, \) to substitute the values of \( p \) and \( q \) thence derived in

\[ dz = p \, dx + q \, dy, \]

and to integrate. The result will be the final integral.

246. We now proceed to establish the proposition enunciated in § 245. Let \( F = 0 \) and \( \Phi = 0 \) respectively denote these integrals, so that \( F = u_i - f(v_i), \) \( \Phi = u_2 - \phi(v_2); \) and, first, let \( F = 0 \) be a solution of the equation

\[ Rf + Sg + Tt + U(rt - s^2) = V. \]

We have only the single equation \( F = 0, \) which is not sufficient to enable us to express \( r, s, \) and \( t, \) each as functions of \( x, y, z, p, \) and \( q; \) we can express any two of them in terms of the third and of quantities explicitly independent of them. When these values are substituted in the differential equation, the latter will contain one set of terms involving this second differential coefficient of the dependent variable and another set not involving it; and the equation is to be satisfied identically without regard to this differential coefficient. Now since \( F = 0, \) we have

\[ \frac{\partial F}{\partial x} + \frac{\partial F}{\partial p} \cdot p + \frac{\partial F}{\partial q} \cdot q + \frac{\partial F}{\partial t} \cdot t = 0, \]

when for brevity we replace \( \frac{\partial F}{\partial x} + \frac{\partial F}{\partial p} \cdot p \) by \( F_x \) and \( \frac{\partial F}{\partial q} + \frac{\partial F}{\partial q} \cdot q \) by \( F_y, \)

these equations give

\[ \frac{\partial F}{\partial p} \cdot r = -\frac{\partial F}{\partial q} \cdot s - F_x, \]
\[ \frac{\partial F}{\partial q} \cdot t = -\frac{\partial F}{\partial p} \cdot s - F_y. \]

Let these values of \( r \) and \( t \) be substituted in the differential equation; it becomes

\[ RF_x \frac{\partial F}{\partial q} + TF_y \frac{\partial F}{\partial p} + V \frac{\partial F}{\partial p} \frac{\partial F}{\partial q} - UF_x F_y \]
\[ + \{ R \left( \frac{\partial F}{\partial q} \right)^2 - S \left( \frac{\partial F}{\partial p} \right)^2 + T \left( \frac{\partial F}{\partial p} \right) \} s = 0. \]
This must be satisfied identically without regard to \( s \); and therefore the coefficient of \( s \), and the term independent of \( s \), must both vanish. If this were not so, the equation would determine \( s \) (and therefore also \( r \) and \( l \)) as functions of \( w, y, z, p, \) and \( q \). This result, as we know, cannot be deduced from the single equation \( F = 0 \).

Hence we have

\[
RF_x \frac{\partial F}{\partial y} + TF_y \frac{\partial F}{\partial p} + V \frac{\partial F}{\partial q} - UF_x F_y = 0,
\]

\[
R \left( \frac{\partial F}{\partial q} \right)^2 - S \frac{\partial F}{\partial p} \frac{\partial F}{\partial q} + T \left( \frac{\partial F}{\partial p} \right)^2 - UF_x \frac{\partial F}{\partial p} - UF_y \frac{\partial F}{\partial p} = 0.
\]

The same equations will be satisfied when we replace \( F \) by \( \Phi \); and we may therefore consider \( F \) and \( \Phi \) as the solutions of the equations

\[
R \Theta_x \frac{\partial \Theta}{\partial q} + T \Theta_y \frac{\partial \Theta}{\partial p} + V \frac{\partial \Theta}{\partial q} - U \Theta_x \Theta_y = 0,
\]

\[
R \left( \frac{\partial \Theta}{\partial q} \right)^2 - S \frac{\partial \Theta}{\partial p} \frac{\partial \Theta}{\partial q} + T \left( \frac{\partial \Theta}{\partial p} \right)^2 - U \Theta_y \frac{\partial \Theta}{\partial p} - U \Theta_x \frac{\partial \Theta}{\partial p} = 0.
\]

247. We must now consider two cases.
(i) The linear equation, when \( U = 0 \).

Let \( \xi_1 \) and \( \xi_2 \) be the roots of

\[
R \xi_x^2 - S \xi_x + T = 0,
\]

so that the second equation becomes

\[
\left( \frac{\partial \Theta}{\partial q} - \xi_1 \frac{\partial \Theta}{\partial p} \right) \left( \frac{\partial \Theta}{\partial q} - \xi_2 \frac{\partial \Theta}{\partial p} \right) = 0.
\]

We may therefore write

\[
\frac{\partial F}{\partial q} - \xi_1 \frac{\partial F}{\partial p} = 0,
\]

\[
\frac{\partial \Phi}{\partial q} - \xi_2 \frac{\partial \Phi}{\partial p} = 0,
\]

thus associating \( \xi_1 \) with \( F \) and \( \xi_2 \) with \( \Phi \). The first equation, on dividing out by \( \frac{\partial F}{\partial p} \), becomes

\[
R \xi \Theta_x + T \Theta_y + V \xi \frac{\partial \Theta}{\partial p} = 0,
\]

and therefore

\[
R \xi_1 \xi_2 F_x + TF_y + V \xi_1 \frac{\partial F}{\partial p} = 0.
\]

But \( T = R \xi_1 \xi_2 \), and the last may therefore be written

\[
F_x + \xi_1 F_y + \frac{V}{R} \frac{\partial F}{\partial p} = 0.
\]

Similarly

\[
\Phi_x + \xi_2 \Phi_y + \frac{V}{R} \frac{\partial \Phi}{\partial p} = 0.
\]

From the last two equations we have

\[
F_x \frac{\partial \Phi}{\partial p} - F_x \frac{\partial F}{\partial p} = \xi_2 \Phi_y \frac{\partial F}{\partial q} - \xi_1 F_y \frac{\partial \Phi}{\partial q} = \Phi_y \frac{\partial F}{\partial q} - F_y \frac{\partial \Phi}{\partial q},
\]

and therefore

\[
F_x \frac{\partial \Phi}{\partial p} - F_x \frac{\partial F}{\partial p} + F_y \frac{\partial \Phi}{\partial q} - \Phi_y \frac{\partial F}{\partial q} = 0,
\]

which is the condition (§ 208) to be satisfied by the two functions \( F \) and \( \Phi \) in order that the values of \( p \) and \( q \), derived from \( F = 0 = \Phi \) as simultaneous equations, should render

\[
dz = pdx + qdy
\]

integrable. This proves the proposition for the case of \( U = 0 \).

(ii) The general form, when \( U \) is not zero.

We now proceed as in § 243; the first equation in \( \Theta \) is multiplied by a quantity \( \lambda \), given by

\[
\lambda^2 (RT + UV) - \lambda US + \lambda^3 = 0,
\]

and is added to the second; the resulting equation is resolved into factors for each of the values of \( \lambda \); and the linear factors are combined as before, giving two pairs that may be retained. These are, if \( \lambda_1 \) and \( \lambda_2 \) be the two roots,

\[
\begin{align*}
\lambda_1 T \frac{\partial F}{\partial p} = \lambda_1 UF_x + U \frac{\partial F}{\partial q}, \\
\lambda_2 R \frac{\partial F}{\partial q} = \lambda_2 UF_y + U \frac{\partial F}{\partial p}
\end{align*}
\]
and
\[ \lambda_2 T \frac{\partial \Phi}{\partial p} = \lambda_2 U \Phi_x + U \frac{\partial \Phi}{\partial q}, \]
\[ \lambda_1 R \frac{\partial \Phi}{\partial q} = \lambda_1 U \Phi_y + U \frac{\partial \Phi}{\partial p}. \]

From the first and third of these equations, we have
\[ F_x \frac{\partial \Phi}{\partial p} - \Phi_x \frac{\partial F}{\partial p} = 1 \frac{\partial F}{\partial q} \frac{\partial \Phi}{\partial q} - \lambda_2 \frac{\partial \Phi}{\partial p} + 1 \frac{\partial F}{\partial q} \frac{\partial \Phi}{\partial p}, \]
and from the second and fourth,
\[ F_y \frac{\partial \Phi}{\partial q} - \Phi_y \frac{\partial F}{\partial q} = -1 \frac{\partial F}{\partial q} \frac{\partial \Phi}{\partial q} + 1 \frac{\partial F}{\partial q} \frac{\partial \Phi}{\partial p}; \]
and therefore
\[ F_x \frac{\partial \Phi}{\partial p} - \Phi_x \frac{\partial F}{\partial p} + F_y \frac{\partial \Phi}{\partial q} - \Phi_y \frac{\partial F}{\partial q} = 0. \]

This shows that, for the more general form of the equation, when \( F = \Phi \) and \( q \) are treated as simultaneous equations, the values of \( p \) and \( q \) hence derived are such as to render
\[ ds = p \, ds + q \, dy \]
integrable.

Hence the proposition is proved in general. When these values of \( p \) and \( q \) are substituted, the integral of the resulting equation is the final integral of the proposed differential equation; it will involve in its expression either implicitly or explicitly the two arbitrary functions which occur in the two intermediate integrals.

248. The statement of the method of solution, as derived from the preceding investigation, is contained in the following Rules.

**Rule I.** When the equation
\[ Rr + Ss + Tt = V \]
is integrable by this rule, we transform it by the equations
\[ dp = rdw + sdw, \]
\[ dq = s \, dw + t \, dy, \]
into
\[ Rd dy + Tdw - Vdw = s(Rdy - Sdx + Tdz). \]

we resolve the equation
\[ Rd dy - Sdx + Tdz = 0 \]
into the two equations
\[ dy - \frac{\partial \Phi}{\partial q} \, dz = 0, \quad dy - \frac{\partial \Phi}{\partial p} \, dx = 0. \]

From one of these linear equations and from the equation
\[ Rd dy + Tdw - Vdw = 0, \]
combined if necessary with \( dz = p \, dx + q \, dy \), we may be able to obtain two integrals \( u_t = a_t, \, v_t = b_t \); then
\[ u_t = f_i(v_t), \]
where \( f_t \) is an arbitrary function, is an intermediate integral. From the other linear equation, combined with the same equations, we may be able to obtain another pair of integrals \( u_t = a_t, \, v_t = b_t \); in that case, \( u_t = f_t(v_t) \) is another intermediate integral, \( f_t \) being arbitrary.

To deduce the final integral, we integrate the intermediate integral, if only one has been obtainable, by the methods which apply to differential equations of the first order. If there be two intermediate integrals, we resolve them as equations giving \( p \) and \( q \), and we substitute in
\[ dz = p \, dw + q \, dy; \]
when this is integrated, it gives the complete integral.

**Rule II.** When the equation
\[ Rr + Ss + Tt + U(\sqrt{r} - s^2) = V \]
is integrable by this rule, we either may be able to obtain two integrals \( u_t = a_t \) and \( v_t = b_t \) of the equations
\[ Ud = \lambda_r \, Tdw + \lambda_u \, Ud = 0, \]
\[ Ud - U \, Rdw + \lambda_u \, Ud \, dw = 0 \],
or may be able to obtain two integrals \( u_t = a_t \) and \( v_t = b_t \) of
\[ Ud + \lambda_r \, Rdw + \lambda_u \, Ud \, dw = 0, \]
\[ Ud + \lambda_r \, Rdw + \lambda_u \, Ud \, dw = 0 \].
where \( \lambda_1 \) and \( \lambda_2 \) are the roots of
\[
\lambda^2 (RT + UV) + \lambda US + U^2 = 0;
\]
or we may be able to obtain both sets of integrals.

Then \( u_1 = f_1 (v_1) \) and \( u_2 = f_2 (v_2) \), where \( f_1 \) and \( f_2 \) are arbitrary, are intermediate integrals in the respective cases. We proceed from these exactly as in Rule I.

249. It may, however, prove not to be possible to obtain, from the two intermediate integrals, values of \( p \) and \( q \) suitable for insertion in
\[
dx = pdx + qdy;
\]
and in that case we may proceed to obtain the final integral by integrating one of the intermediate integrals, adopting for this purpose Charpit's method as indicated in § 206. But without actually going through the work necessary in that method to derive the additional relation between \( p \), \( q \), and the variables, it will be sufficient to take, as this additional relation, any particular first integral of the general system other than that which is being directly integrated; thus we may take
\[
u_1 = f (v_1), \quad u_2 = \alpha,
\]
where \( \alpha \) is an arbitrary constant. Since an arbitrary constant is a particular case of an arbitrary function, the values of \( p \) and \( q \) derived from these equations will be such as to render
\[
dx = pdx + qdy
\]
integrable; and the integral will involve one arbitrary function \( f \) and two arbitrary constants, viz., \( \alpha \) and the constant of integration. This result constitutes the complete integral of the intermediate integral; the general integral may be derived by Lagrange's rule (§ 183), by converting one of the arbitrary constants into an arbitrary function of the other and eliminating this remaining constant between the equation so transformed and that deduced from it by differentiation with respect to that constant.

250. This process ceases to be effective in the case in which the roots of the quadratic in \( \lambda \) are equal; there is then only one system of integrals given by \( u_1 = a \) and \( v_1 = b \), and so there is only one intermediate integral given by
\[
u_1 = f (v_1),
\]
and this must be integrated. Just as before, we may avoid the use of the general method for the integration of an equation of the first order by combining the general and particular first integrals
\[
u_1 = f (v_1), \quad v_1 = b.
\]
The values of \( p \) and \( q \) hence derived will evidently satisfy the condition of § 208, and therefore, when substituted in the equation
\[
dx = pdx + qdy,
\]
will give another integral of the form
\[
w_1 = c.
\]
If \( p \) and \( q \) occur in \( w_1 \), they may be eliminated by means of the former equations \( v_1 = b \) and \( u_1 = f (b) \); so that
\[
w_1 = c
\]
is a complete integral of the equation, since it involves two arbitrary constants \( b \) and \( c \). To obtain the general integral, we must make \( c \) an arbitrary function of \( b \), and then must eliminate \( b \) between the resulting equation and that derived from it by differentiation with respect to \( b \).

Thus in the cases, when the roots of the quadratic are unequal and when they are equal, we are led to a general integral, into the expression of which two arbitrary functions enter.

It may be noticed that the foregoing reasoning would apply equally if there had been taken, instead of the particular integral
\[
u_2 = \alpha,
\]
some other particular integral such as
\[
k \nu_2 + l v_2 = \alpha,
\]
\( k \) and \( l \) being disposable constants. This particular integral may, in fact, be taken so as to render the subsequent integration as easy as possible.

Some examples will now be given.
Ex. 1. Solve \( r = a^2 t \).
Substituting for \( r \) and \( t \) in terms of \( s \), we have
\[
\frac{dp}{dy} - a^2 dx dq = s \left( \frac{dy}{dx} - a^2 dx \right),
\]
so that the subsidiary equations are
\[
\begin{align*}
\frac{dy}{dx} - a^2 dx &= 0, \\
\frac{dp}{dy} - a^2 dx dq &= 0.
\end{align*}
\]
The former can be resolved into the two equations
\[
\begin{align*}
\frac{dy}{dx} - a dx &= 0, \\
\frac{dy}{dx} + a dx &= 0,
\end{align*}
\]
the respective integrals of which are
\[
\begin{align*}
y - ax &= A, \\
y + ax &= B.
\end{align*}
\]
Taking the first of these and combining it with the second of the subsidiary equations, we find that the latter becomes
\[
\frac{dp}{dx} - a dx dq = 0,
\]
which, when integrated, gives
\[
\frac{p}{a} = \phi_1 (y - ax).
\]
Hence one intermediate integral is
\[
\frac{p - aq}{a} = \phi_1 (y - ax).
\]
Taking the second equation \( y + ax = B \), and proceeding in the same way, we find
\[
\frac{dp}{dx} + a dx dq = 0,
\]
which leads to
\[
\frac{p + aq}{a} = \phi_2 (y + ax),
\]
and therefore a second intermediate integral is
\[
\frac{p + aq}{a} = \phi_2 (y + ax).
\]
We now, in accordance with our rule, treat these as simultaneous equations giving the values of \( p \) and \( q \); and we find
\[
\begin{align*}
\frac{dz}{dx} &= \frac{1}{2a} \left[ \phi_2 (y + ax) + \phi_1 (y - ax) \right] + \frac{1}{2a} \left[ \phi_2 (y + ax) - \phi_1 (y - ax) \right] \\
&= \frac{(dy + a dx)}{2a} \phi_2 (y + ax) - \frac{(dy - a dx)}{2a} \phi_1 (y - ax),
\end{align*}
\]
which can be integrated. Let
\[
\psi(t) = -\frac{1}{2a} \int \phi_2 (t) dt \quad \text{and} \quad \phi(t) = \frac{1}{2a} \int \phi_1 (t) dt;
\]
then the integral is
\[
z = \phi(y + ax) + \psi(y - ax).
\]
The arbitrary constant of integration may be considered as absorbed in either of the functions \( \phi \) and \( \psi \). Since \( \phi_1 \) and \( \phi_2 \) are arbitrary, \( \phi \) and \( \psi \) are also arbitrary.

Ex. 2. Solve \((b + aq)^2 r - 2 (b + aq)(a + op) s + (a + op)^2 t = 0\).
Transforming this by the relations of \( \S \) 248 we find that the subsidiary equations are
\[
\begin{align*}
(b + aq)^2 \frac{dy}{dx} + 2 (b + aq)(a + op) dx dy + (a + op)^2 dx^2 &= 0, \\
(b + aq)^2 \frac{dp}{dx} + (a + op)^2 dx dq &= 0.
\end{align*}
\]
The former of these gives only a single equation
\[
(b + aq) \frac{dy}{dx} + (a + op) dx = 0,
\]
so that only a single intermediate integral can be obtained for the equation, if it be integrable by the method. When this equation is combined with \( dz = p dx + q dy \), it gives
\[
a dx + b dy + c dz = 0,
\]
so that one integral of the subsidiary equations is
\[
a x + by + cz = A.
\]
Eliminating the ratio \( dy : dx \) between the second subsidiary equation and the modified form of the first, we have
\[
(b + aq) \frac{dp}{dx} = (a + op) \frac{dq}{dx},
\]
the integral of which is
\[
a + op = B (b + aq),
\]
\( B \) being an arbitrary constant. Hence the intermediate integral is
\[
a + op = (b + aq) \phi(a x + by + cz).
\]
This must now be integrated; Lagrange's process for linear equations may be adopted. Denoting \( \phi(a x + by + cz) \) by \( \phi \), we have as the auxiliary equations
\[
\begin{align*}
\frac{dz}{dx} &= \frac{dy}{dx} = \frac{dx}{c}, \\
\frac{dx}{c} &= -\frac{dy}{dx} = \frac{dz}{b y - a x},
\end{align*}
\]
From these we have
\[
a dx + b dy + c dz = 0,
\]
so that
\[
a x + by + cz = C,
\]
and \( \phi = \phi(a x + by + cz) = \phi(C) \) is a constant.
Hence, for a second integral,
\[
\frac{dy + dx \phi(C)}{C} = 0,
\]
that is,
\[
y + x \phi(C) = C'.
\]
The final integral of the differential equation is therefore
\[ y + a \phi (ax + by + cz) = \psi (ax + by + cz), \]
where \( \phi \) and \( \psi \) are arbitrary functions.

It may also be exhibited in the form
\[ z = \theta (ax + by + cz) + \chi (ax + by + cz), \]
where \( \theta \) and \( \chi \) are arbitrary functions.

**Ex. 3.** Integrate

(i) \( r + ka^2 t = 2ax, \)
(1) when \( k \) is not unity, (2) when \( k \) is unity;
(ii) \( \dot{x}^2 + 2xy + y^2 t = 0; \)
(iii) \( \dot{y}^2 - 2pq + p^2 t = 0; \)
(iv) \( \dot{r} - y^2 t = 0; \)
(v) \( r - a t^2 + 2ab (p + a q) = 0. \)

**Ex. 4.** Integrate the equation
\[ ar + bs + ct + e (rt - s) = h, \]
a, b, c, e, h, being constants.

The equation in \( \lambda \) is
\[ \lambda^2 (ac + eb) + \lambda e b + e^2 = 0, \]
or, if we write \( \lambda = m + e = 0, \) the equation which determines \( m \) is
\[ m^2 - bm + ac + eb = 0; \]
let \( m_1 \) and \( m_2 \) be its roots. The first system of integrals is
\[ \begin{align*}
  o dx + e dp - m_1 dy &= 0, \\
  o dy + e dq - m_2 dz &= 0,
\end{align*} \]
so that one intermediate integral is
\[ e x + e p - m_1 y = F (ay + eq - m_2 x). \]
The second system of integrals is
\[ \begin{align*}
  a dy + e dq - m_1 dx &= 0, \\
  o ds + e dp - m_2 dy &= 0,
\end{align*} \]
and therefore a second intermediate integral is
\[ e x + e p - m_2 y = \Phi (ay + eq - m_1 x). \]

If it were possible to resolve these intermediate equations so as to express \( p \) and \( q \) in terms of \( x \) and \( y, \) the final integral would be at once derivable; but, as this is not the case, we combine any particular integral of the second with the general integral of the first system. Thus we may take
\[ e x + e p - m_2 y = a, \]
and then
\[ F (ay + eq - m_2 x) = (m_2 - m_1) y + a, \]
so that, if \( \Psi \) be the inverse function of \( F \) and therefore an arbitrary function, we have
\[ ay + eq = m_2 x + \Psi ((m_2 - m_1) y + a). \]

Thus
\[ e ds = -ax dx - ay dy + (m_2 y + a) dx + (m_2 x + \Psi ((m_2 - m_1) y + a)) dy, \]
the integral of which is
\[ e x + \frac{1}{2} e^2 + \frac{1}{2} m_2 y = m_2 x y + ax + \Theta ((m_2 - m_1) y + a) + \beta, \]
where \( \Theta \) is an arbitrary function (since it is given by
\[ (m_2 - m_1) \Theta (z) = \Psi (z) dz, \]
and \( \Psi \) is arbitrary) and \( \beta \) is an arbitrary constant.

This is the Complete Integral; to obtain the General Integral we eliminate \( z \) between the equations
\[ e x + \frac{1}{2} (e^2 + m_2 y^2) = m_2 x y + ax + \Theta ((m_2 - m_1) y + a) + \chi (x), \]
\[ 0 = x + \frac{1}{m_2 - m_1} \Psi ((m_2 - m_1) y + a) + \chi' (x), \]
\( \chi \) denoting an arbitrary function.

**Ex. 5.** Solve

(i) \( \dot{x}^2 - rt = a^2; \)
(ii) \( gr + (p + x) s + y t = -q + y (\dot{x}^2 - rt); \)
(iii) \( 2 p q y r + (p^2 + q x) s + y p = p^2 (\dot{x}^2 - rt) + x y. \)

**Ex. 6.** Solve
\[ z (1 + q^2) r - 2 p q x z + (1 + p^2) t - x^2 (\dot{x}^2 - rt) + 1 + p^2 + q^2 = 0. \]
The equation which determines \( m \) is
\[ m^2 + 2 p q z + p^2 + q^2 \dot{x}^2 = 0, \]
so that the two values of \( m \) are equal, the common value being \( -p q z; \) and the system of integrals reduces to one given by
\[ z (1 + p^2) dx + z^2 dp + p p q z d y = 0, \]
\[ z (1 + q^2) dy + z^2 dp + p p q d x = 0. \]

The former by means of
\[ d z = p d x + q d y \]
gives, after division by \( z, \)
\[ d x + p d x + q d y = 0, \]
the integral of which is
\[ x + p z = a; \]
the second similarly leads to
\[ dy + qdx + zdy = 0, \]
the integral of which is
\[ y + qz = b, \]
so that the intermediate integral is
\[ F(x + pz, y + qz) = 0, \]
where \( F \) is arbitrary.

Proceeding as indicated in § 250, we have
\[ x + pz = a, \]
\[ y + qz = b; \]
and therefore
\[ z\, dx = p\, dx + q\, dy = (a - x)\, dx + (b - y)\, dy \]
the integral of which is
\[ (x - a)^2 + (y - b)^2 + z^2 = c^2. \]

A general integral is found, as there explained, by eliminating \( c \) between the equations
\[ (x - a)^2 + (y - \psi(c))^2 + z^2 = c^2, \]
and
\[ (x - \phi(c))\phi'(c) + (y - \psi(c))\psi'(c) + c = 0, \]
\( \psi \) and \( \phi \) being arbitrary functions.

**Ex. 7.** Solve

(i) \[ axy + by + cy (z^2 - r) = pq; \]
(ii) \[ q^2 + 4pq + p^2 + q^2 = c^2; \]
(iii) \[ (1 + z^2) - 2pq + (1 + p^2) t = (z^2 - r) (1 + p^2 + q^2)^2 = (1 + p^2 + q^2)^2. \]

**Ex. 8.** Prove the converse of the general result of § 250, viz., let the equation of a surface be
\[ \Phi(a, y, z, a, b, c) = 0, \]
where \( a, b, c \), are connected by any two conditions of the form
\[ x(a, b, c) = 0 = \psi(a, b, c); \]
show that the equation of its envelope will satisfy a partial differential equation of the form
\[ R\, r + s\, a + T\, t + U\, (rt - s\, z) = V, \]
the coefficients of which satisfy the relation
\[ s^2 = 4(RT + UV). \]

**General Method of Constructing an Intermediate Integral if it Exists.**

251. We now come to a more general method (mentioned at the end of § 237) for determining an intermediate integral of an algebraic equation
\[ f(a, y, z, p, q, r, s, t) = 0, \]
polynomial in \( r, s, t \), if any such integral exists.

Suppose that, if possible, this equation possesses an intermediate integral
\[ n(a, y, z, p, q) = 0, \]
where we are not concerned, at the moment, with the form of the equation \( u = 0 \), nor with the kind of arbitrary element—whether of function or of constant—which this equation may contain. The significance of the intermediate integral lies in the property that the equation of the second order is satisfied in virtue of the integral and of its two first derivatives. The equation of the second order may not be the only deduced equation which is thus satisfied; but, under the hypothesis, it is satisfied in this way. It follows, then, that the possession, by the equation \( f = 0 \), of an intermediate integral \( u = 0 \) implies that the equation \( f = 0 \) is satisfied unconditionally in virtue of the equations
\[ u = 0, \]
\[ \frac{du}{dx} = \frac{du}{dx} + p\frac{du}{dp} + r\frac{du}{dq} + s\frac{du}{dq} + u = u + ru + ru = 0, \]
\[ \frac{du}{dy} = \frac{du}{dy} + q\frac{du}{dz} + s\frac{du}{dp} + t\frac{du}{dq} = u + su + tu = 0. \]

Consequently, when we use the last two equations to express \( t \) and \( r \) in terms of \( s \) and of the other quantities, and when we substitute these values of \( t \) and \( r \) in the equation \( f = 0 \), this last equation (under the hypothesis) must be satisfied unconditionally. It then is not an independent equation, and so it cannot determine \( s \); that is, the coefficients of the various powers of \( s \) in the modified equation, integral in \( s \), must vanish. We thus obtain a
set of equations, involving derivatives of \( u \) and also the quantities \( x, y, z, p, q \); and as the relations, which lead to the change in the form of \( f = 0 \), are

\[
\begin{align*}
 r &= \frac{u_x}{u_y} - s \frac{u_z}{u_p}, \quad t = -\frac{u_y}{u_q} - s \frac{u_x}{u_q}.
\end{align*}
\]

each of the equations in the deduced set involves only ratios of the first derivatives of \( u \).

But there are only four such ratios; consequently the deduced set of equations may not contain more than four members. There always will be two at least, for otherwise all the coefficients of powers of \( s \), from the first power upwards, in the modified form of the equation \( f = 0 \) would vanish identically. But the members may be not independent of one another; so we can say that usually there will be not fewer than two independent equations, and that there cannot be more than four independent equations, in the set thus deduced.

We thus have algebraical equations, either two or three or four in number when the process is possible, involving the ratios \( u_x : u_y ; \frac{u_z}{u_p} : u_q \). The first step is to resolve the algebraical equations so as to express two of these ratios in terms of the others; and the result is to give a number of differential equations, two or three or four in number, which are homogeneous of zero order in the derivatives of \( u \). The effective cases in the simplest form occur when these equations are rational in the derivatives of \( u \); we then can express each equation as an equation, linear and homogeneous in the derivatives of \( u \), the derivatives of \( u \) being taken with respect to \( x, y, z, p, q \), and the coefficients of the derivatives of \( u \) being functions of the five quantities \( x, y, z, p, q \).

We thus have a simultaneous system of equations satisfied by the quantity \( u \), when it exists. So we proceed as in §§ 232—234. The first stage is to make the linear simultaneous system a complete Jacobian system. When this stage is finished, we proceed to construct the most general integral \( u \) of that system, if any such integral exists. When that integral \( u \) (if any) has been obtained, the corresponding intermediate integral of the original equation \( f = 0 \) is given by

\[
u (x, y, z, p, q) = 0.
\]

252. We now proceed to give some examples in detailed illustration of the method. As it is always possible to settle whether a given simultaneous system of linear and homogeneous partial differential equations does or does not possess a common integral, the method enables us to settle whether a given equation of the second order, algebraic in \( r, s, t, \) does or does not possess an intermediate integral. Further, subject solely to difficulties of mere quadrature, the method leads in practice to the most general form of that intermediate integral, if it exists.

**Ex. 1.** Does the equation

\[
g (1 + q) r - (1 + p + g + 2pq) s + p (1 + p) t = 0
\]

possess an intermediate integral?

Denoting the possible intermediate integral by \( u (x, y, z, p, q) = 0 \), we are to have the original equation satisfied unconditionally in virtue of the equations

\[
u_x + ru_{xp} + su_{xq} = 0, \quad u_y + su_{yp} + tu_{yq} = 0.
\]

Adopting the process in the text so as to eliminate \( r \) and \( t \), we have

\[
g (1 + q) \left( \frac{u_{xq} + s \frac{u_q}{u_p}}{u_p} \right) + (1 + p + g + 2pq) s + p (1 + p) \left( \frac{u_y}{u_q} + s \frac{u_x}{u_q} \right) = 0.
\]

We then make this equation in \( s \) unsymmetrical as regards \( s \), so that

\[
g (1 + q) u_x^2 + (1 + p + g + 2pq) u_y u_x + p (1 + p) u_y^2 = 0,
\]

\[
g (1 + g) u_x u_{xp} + p (1 + p) u_y u_{yp} = 0,
\]

which are two equations satisfied by \( u \).

The former equation is

\[
\{pu_{xp} + (1 + g) u_y\} [(1 + p) u_y + qu_x] = 0,
\]

so that either

\[
pu_{xp} + (1 + g) u_y = 0,
\]

or

\[
(1 + p) u_y + qu_x = 0.
\]

When the former is used, the second equation gives

\[
u_x - \frac{1 + p}{q} u_y = 0.
\]
that is,
\[
\frac{\partial u}{\partial x} - \frac{1+p}{q} \frac{\partial u}{\partial y} \frac{\partial u}{\partial z} = 0;
\]
and when the latter is used, it gives
\[
u_x - \frac{1+q}{p} \frac{\partial u}{\partial y} \frac{\partial u}{\partial z} = 0,
\]
that is,
\[
\frac{\partial u}{\partial y} - \frac{1+q}{p} \frac{\partial u}{\partial x} \frac{\partial u}{\partial z} = 0.
\]
Consequently, the function \(u\) satisfies one of the systems
\[
\begin{align*}
p \frac{\partial u}{\partial p} + (1+q) \frac{\partial u}{\partial q} &= 0, \\
\frac{\partial u}{\partial x} - \frac{1+p}{q} \frac{\partial u}{\partial y} \frac{\partial u}{\partial z} &= 0, \\
\frac{\partial u}{\partial y} - \frac{1+q}{p} \frac{\partial u}{\partial x} \frac{\partial u}{\partial z} &= 0.
\end{align*}
\]

The condition of coexistence of the two equations in the first of the systems is
\[
\frac{1+p+q}{q^2} \frac{\partial u}{\partial y} = 0,
\]
which is not satisfied in virtue of either equation in the system; it is a new equation which must be satisfied, and so the system is
\[
\begin{align*}
p \frac{\partial u}{\partial p} + (1+q) \frac{\partial u}{\partial q} &= 0, \\
\frac{\partial u}{\partial x} - \frac{1+p}{q} \frac{\partial u}{\partial y} \frac{\partial u}{\partial z} &= 0, \\
\frac{\partial u}{\partial y} - \frac{1+q}{p} \frac{\partial u}{\partial x} \frac{\partial u}{\partial z} &= 0.
\end{align*}
\]

This system is easily seen to be complete; so (§ 235) it possesses two independent integrals which, by the process given for complete Jacobian systems, are easily found to be
\[
\frac{1+q}{p}, \quad x+z.
\]
The most general integral of the system is
\[
u = \Phi \left( \frac{1+q}{p}, \quad x+z \right),
\]
where \(\Phi\) is an arbitrary function of its arguments. Now the intermediate integral is \(u=0\), that is,
\[
\Phi \left( \frac{1+q}{p}, \quad x+z \right) = 0;
\]
and this relation can be expressed in the form
\[
x+z = f \left( \frac{1+q}{p} \right),
\]
where \(f\) is an arbitrary function of its argument. This equation accordingly provides an intermediate integral of the original equation.

We proceed similarly for the alternative system; and we obtain a relation
\[
y+z = g \left( \frac{1+p}{q} \right),
\]
where \(g\) is an arbitrary function of its argument. (In this special case, the new relation can be deduced from the former relation by interchanging \(x\) and \(y\), \(p\) and \(q\), and by taking another arbitrary function \(g\) instead of \(f\).) This equation accordingly provides another intermediate integral of the original equation, which thus possesses two independent intermediate integrals.

If we are to proceed to a primitive, we have to settle whether these intermediate integrals coexist. The form of the original equation is the same as that of § 239; and therefore we can apply the theorem of § 245, that is, the intermediate integrals do coexist. But it is possible that, for another equation not of the particular form, two intermediate integrals might be found; it then would be necessary to apply the Jacobian condition of coexistence \([F, G] = 0\) of § 298. The condition is satisfied in the present instance.

Consequently, to obtain the primitive, we use the two simultaneous equations
\[
x+z = f \left( \frac{1+q}{p} \right), \quad y+z = g \left( \frac{1+p}{q} \right).
\]
Let
\[
\frac{1+q}{p} = u, \quad \frac{1+p}{q} = v,
\]
so that
\[
\frac{p}{1+p+q} = \frac{1}{1+u}, \quad \frac{q}{1+p+q} = \frac{1}{1+v};
\]
then, as
\[
dz = pdx + qdy,
\]
we have
\[
(1+p+q)dz = p(dx+dz)+q(dy+dz),
\]
that is,
\[
dz = \frac{1}{1+u} f'(u) dx + \frac{1}{1+v} g'(v) dv;
\]
and therefore
\[
z = \theta(u) + \delta(v),
\]
where \(\theta\) and \(\delta\) are arbitrary functions, because \(f\) and \(g\) are arbitrary. But
\[
x+z = f(u), \quad y+z = g(v);
\]
and therefore we have the primitive of the original equation in the form
\[
z = F(x+z) + G(y+z),
\]
where \(F\) and \(G\) are arbitrary functions of their respective arguments.
Ex. 2. Show that, when the method is applied to the equation
\[ rt - s^2 + Rr + 2 Rs + Tt = V, \]
it leads to the two systems
\[
\begin{align*}
  u_r - Tu_p - \rho u_q &= 0, \\
  u_p - \sigma u_r - Ru_q &= 0,
\end{align*}
\]
where \( \rho \) and \( \sigma \) are the roots of the equation
\[ \mu^2 + 2\mu S + RT + V = 0, \]
unless \( \rho = \sigma \), when it leads to only one system.

Ex. 3. Deduce the conditions that the equation in Ex. 2 should possess (1) a single intermediate integral, (2) a couple of intermediate integrals, each involving an arbitrary function.

Ex. 4. Apply the method to the equation
\[ Rr + 2 Rs + Tt = U, \]
so as to obtain the results corresponding to those in Ex. 2 and Ex. 3.

Ex. 5. Integrate the equation
\[ s^2 (rt - s^2) + z ((1 + q^2) r - 2 pq z + (1 + p^2) t) + 1 + p^2 + q^2 = 0. \]
Using the equations
\[
\begin{align*}
  r &= \frac{u_r - u_p}{u_p}, \\
  s &= \frac{u_s - u_q}{u_q},
\end{align*}
\]
to substitute for \( r \) and \( s \), and making the resulting equation evanescent as an equation in \( s \), we have the two relations
\[
\begin{align*}
  (z u_s - 1 - p^2) (z u_q - 1 - q^2) &= p^2 q^2, \\
  (z u_p - 1 - p^2) u_p + (z u_q - 1 - q^2) u_q &= 2 pq.
\end{align*}
\]
These are uniquely equivalent to the set
\[
\begin{align*}
  z u_r - (1 + p^2) u_p &= pq u_q, \\
  z u_p - (1 + q^2) u_r &= pq u_q,
\end{align*}
\]
which (in this instance) is the only set of equations determining an intermediate integral \( u = 0 \), if any such integral exists. These equations are
\[
\begin{align*}
  E_1 &= (1 + p^2) \frac{\partial u}{\partial r} + \frac{\partial u}{\partial r} - p^2 z u + z u_r = 0, \\
  E_2 &= pq \frac{\partial u}{\partial r} + (1 + q^2) \frac{\partial u}{\partial s} - p^2 z u + z u_q = 0.
\end{align*}
\]
The condition of coexistence (§ 232) is
\[
\frac{\partial u}{\partial r} - \frac{\partial u}{\partial q} - \frac{\partial v}{\partial q} + \frac{\partial v}{\partial s} + pq \frac{\partial v}{\partial s} = 0,
\]
that is,
\[ q E_1 - p E_2 = 0, \]
and therefore it is satisfied. The two equations \( E_1 = 0, E_2 = 0 \), are a complete Jacobian system as they stand; and therefore (§ 235), as they involve five variables \( s, y, z, p, q \), they possess three independent integrals.

To obtain these integrals, we adopt the regular process. The equations subsidiary to the integration of \( E_1 = 0 \) are
\[
\begin{align*}
  dp &= \frac{dq}{p^2 q}, \\
  dz &= \frac{dz}{1 + p^2 q}, \\
  dx &= \frac{dx}{1 + p^2 q},
\end{align*}
\]
A complete set of independent integrals of these equations is
\[
y = a_1, \quad \xi = a_2, \quad \eta = a_3, \quad \zeta = a_4, \]
where
\[
\begin{align*}
  \xi &= x + pz, \\
  \eta &= q, \\
  \zeta &= (1 + p^2 q)/q^2,
\end{align*}
\]
and therefore the equation \( E_1 = 0 \) will be satisfied by making \( u \) any function of \( y, \xi, \eta, \zeta \).

We therefore now make \( y, \xi, \eta, \zeta \), the independent variables; and we transform the other equation \( E_2 = 0 \), so as to have derivatives with respect to these variables. It is easily found that (after removal of a factor \( s \)) the modified form of the equation is
\[
\frac{\partial u}{\partial \xi} - \frac{\partial u}{\partial \eta} - \frac{\partial u}{\partial \zeta} = 0.
\]
(\text{The property that the system } E_1 = 0 \text{ and } E_2 = 0 \text{ is complete secure, after } § 234, \text{ that all the coefficients in } E_1 = 0 \text{ are expressible in terms of } y, \xi, \eta, \zeta. )

The equations, subsidiary to the integration of \( E_2 = 0 \), are
\[
\frac{dc}{d \eta} = \frac{dc}{d \zeta} = \frac{dc}{d \xi}.
\]
A complete set of independent integrals of these equations is
\[
\xi = c_1, \quad \eta = c_2, \quad \zeta = c_3.
\]
If then
\[
a = x + pz, \quad \beta = y + q, \quad \gamma = z (1 + p^2 q),
\]
\( u \) can be any function of \( a, \beta, \gamma \); and so the most general solution of the complete Jacobian system is given by
\[
u = F (a, \beta, \gamma),
\]
where \( F \) is an entirely arbitrary function of its arguments. But the intermediate integral, if any, of the original equation is \( u=0 \); that is, the most general intermediate integral is given by

\[
F(a, \beta, \gamma) = 0,
\]

which is an equation of the first order.

To complete the integration, this equation of the first order must be integrated; for the purpose, Charpit's method will be used. The subsidiary equations are

\[
\frac{dp}{p} = \frac{dq}{q} = \frac{dx}{x} = \frac{dy}{y} = \frac{dz}{z} = \frac{dF}{p^2 + q^2 z},
\]

where, if \( F_1, F_2, F_3 \), denote \( \partial F/\partial a, \partial F/\partial \beta, \partial F/\partial \gamma \), respectively,

\[
F = F_1 + F_2 + F_3, \quad F_1 = \frac{p F_1 + q F_1 + (1 + p^2 + q^2) 2 x F_3}{2 F_3},
\]

\[
F_2 = \frac{p F_2 + q F_2 + (1 + p^2 + q^2) 2 x F_3}{2 F_3},
\]

\[
X = -z F_1 - 2 z p F_3, \quad Y = -z F_1 - 2 z q F_3;
\]

and one integral is required. We have, with these values,

\[
ds + pdx + zdp = 0,
\]

so that an integral is given by

\[
a = x + px = a,
\]

where \( a \) is a constant. This equation has to be taken simultaneously with \( F = 0 \), so that the values of \( p \) and \( q \) which they determine may be substituted in

\[
ds = pdx + qdy.
\]

The remaining analysis may be set out otherwise. Because

\[
x + px = a,
\]

it follows that

\[
s^2 + (x - a)^2 = \text{function of } y \text{ only};
\]

and therefore

\[
q z = \text{function of } y \text{ only},
\]

that is, \( \beta \) is a function of \( y \) alone. But

\[
F(a, \beta, \gamma) = 0,
\]

\( a \) is equal to \( a \), and \( \beta \) is a function of \( y \) alone, and therefore \( \gamma \) is a function of \( y \) alone. Now

\[
\gamma = s^2 (1 + p^2 + q^2),
\]

so that

\[
\frac{1}{2} \frac{dy}{dF} = (a - x) dx + (\beta - y) (d\beta - dy) = (\beta - y) d\beta,
\]

because

\[
ds = pdx + qdy = \frac{1}{2} \left[ (a - x) dx + (\beta - y) dy \right].
\]

Also

\[
\frac{\partial F}{\partial \beta} d\beta + \frac{\partial F}{\partial y} dy = 0;
\]

and therefore

\[
\frac{\partial F}{\partial \beta} + 2 (\beta - y) \frac{\partial F}{\partial y} = 0.
\]

Eliminating \( \beta, \gamma, p, q \), between this equation and the equations

\[
F(a, \beta, \gamma) = 0,
\]

\[
x + px = a, \quad y + qz = \beta, \quad s^2 (1 + p^2 + q^2) = \gamma,
\]

we have the primitive of the equation.

**Ex. 6.** Show how the preceding primitive must be modified, so that it may include the primitive of the same equation given in Ex. 6 of § 250.

**Ex. 7.** Show that the equation

\[
r - t = 2F
\]

has no intermediate integral.

**Ex. 8.** Obtain an intermediate integral (if any) of the equation

\[
g^2 s^2 + pq (rt + st) + p^2 st - qxr - (px + qy) s - pqt + qy = 0.
\]

Proceeding as usual from the equations

\[
rt = \frac{w - w_p}{w_p}, \quad t = \frac{w - w_p}{w_p},
\]

we find that \( u \) must satisfy the three equations

\[
- q^2 \frac{w_p}{w_p} + 2pq - p^2 \frac{w'}{w_q} = 0,
\]

\[
g^2 \frac{w_p}{w_p} + pq \left( \frac{w_p}{w_p} + \frac{w'}{w_q} \right) - p^3 \frac{w_p}{w_p} + \frac{w}{w_q} - px - py \frac{w_p}{w_q} = 0,
\]

\[
pq \frac{w_p}{w_p} + pq + qz \frac{w_p}{w_p} + pq \frac{w_p}{w_p} = 0.
\]

From the first of these we have

\[
F = puq - uq = 0.
\]

The second of them is satisfied identically in virtue of \( F = 0 \). The third is

\[
G = puq u_p + qx u_q + pxy u_q + pq u_p = 0.
\]
The Jacobian condition of coexistence of these equations, being the relation $(F', G') = 0$ of § 208, leads to
\[
\frac{\partial u}{\partial x} = 0;
\]
so that, if we write $x, y, z, p, q, t = x_1, x_2, x_3, x_4, x_5, \text{and denote the derivatives of } u \text{ by } p_1, p_2, p_3, p_4, p_5, \text{the three equations are}
\]
\[p_0 = 0, \quad x_3 p_4 - x_5 p_0 = 0, \quad x_1 x_3 p_3 + x_2 x_3 p_1 + x_1 x_2 p_2 + x_1 x_4 p_1 + x_1 x_5 p_1 = 0.\]
The first of them is satisfied if $u$ does not explicitly involve $x_0$, that is, $z$.
The second of them then is satisfied if $u$ is any function of $x_1, x_2$, and $x_5$,
where $x_0 = x_4 x_5$. Write $p_0$ for $\frac{\partial u}{\partial x_0}$, so that
\[p_0 = x_5 p_6; \quad p_1 = x_1 p_6;\]
then the third equation is
\[x_2 p_5^2 + x_1 p_1 p_0 + x_2 p_2 p_0 + p_1 p_2 = 0,\]
on the removal of a factor $x_0$. We need the integral of this equation of the first order; to obtain it, we adopt the Jacobian process of § 210, and we find that
\[u = \Phi \left( \frac{a x_0 + x_5}{x_2 + a} \right),\]
where $\Phi$ is an arbitrary function, is the most general integral of the system. But the intermediate integral is $u = 0$, that is,
\[\Phi \left( \frac{x_0 + ax_1}{x_2 + a} \right) = 0;\]
or, as $\Phi$ is an arbitrary function, it is
\[\frac{x_0 + ax_1}{x_2 + a} = -b,\]
where $b$ is an arbitrary constant. We thus obtain the intermediate integral in the form
\[pq + ax + by + ab = 0,\]
where $a$ and $b$ are arbitrary constants.

Ex. 9. Prove that the equation
\[z(\sigma - s)^2 t + (\sigma + s) \rho + (\sigma - s) \tilde{\rho} = 0, \quad (\rho^2 t - 2 \rho \varphi + \varphi^2)\]
possesses an intermediate integral
\[z + ap + bq + ab = 0,\]
where $a$ and $b$ are arbitrary constants.

Ex. 10. Obtain the most general intermediate integral of the equation
\[
(1 + q^2)r - 2pq + (1 + p^2)q^2 = 4 (rt - s^2) (1 + p^2 + q^2);\]
and prove that the only real surfaces, which satisfy the equation, are spheres.

Ex. 11. Integrate, by the foregoing method, the equations in Ex. 3 and Ex. 7 of § 250.

Note. Further discussion of equations of the second order having an intermediate integral will be found in the author's Theory of Differential Equations, vol. vi., ch. xvi.

Principle of Duality.

253. This principle, which was shewn (§ 202) to be effective in deducing from the solution of one equation of the first order that of another associated with the former by relations of a perfectly reciprocal character, may be applied to equations of the second order. The analytical connection consisted in taking new variables defined by the equations
\[X = p, \quad Y = q, \quad Z = px + qy - z,\]
from which there were derived the reciprocal equations
\[x = P, \quad y = Q, \quad z = PX + QY - Z.\]

From these we have
\[dx = dP = RdX + SdY, \quad dy = dQ = SdX + TdY;\]
so that
\[dX = \frac{Tdx - Sdy}{RT - 3s^2}, \quad dY = \frac{-Sdx + Rdq}{RT - 3s^2}.\]

But
\[r dx + s dy = dp = dX, \quad s dx + t dy = dq = dY;\]
we therefore obtain, by equating coefficients,
\[r = \frac{T}{RT - 3s^2}, \quad s = \frac{S}{RT - 3s^2}, \quad t = \frac{R}{RT - 3s^2};\]
and also
\[ rt - s^2 = \frac{1}{RT - S^2}. \]

Let these substitutions be applied to any equation of the form
\[ \lambda r + \mu s + \nu t + \sigma (rt - s^2) = 0, \]
in which \( \lambda, \mu, \nu, \sigma \), are functions of \( x, y, z, p, q \). Let their values after the transformations have taken place be denoted by \( \lambda', \mu', \nu', \sigma' \), respectively; then the result of the substitution gives
\[ \lambda'T - \mu'S + \nu'R + \sigma' = 0. \]

If then the solution of the former equation be known, that of the latter can be obtained; and vice versa.

Thus, in particular, the solutions of the two equations
\[ r\phi(p, q) + s\psi(p, q) + t\chi(p, q) = 0, \]
and
\[ r\chi(x, y) - s\psi(x, y) + t\phi(x, y) = 0, \]
are derivable from one another.

**Ex. 1.** From the solution of
\[ s^2 + 2sxy + y^2 = 0, \]
derive that of
\[ q^2 - 2pq + p^2 = 0. \]

**Ex. 2.** Integrate the equations:
(i) \( px + qy - sxy = z \);
(ii) \( z(rt - s^2) = -pq \);
(iii) \( q^2(x - px - qy) = (pt - qy) \); \( xx \);
(iv) \( p^2 + 2pq + q^2 = (s + p + q)(y - t) \);
(v) \( 1 + p)(r - t) = (s - p^2) + p^2 t - q^2 r. \)

**Laplace's Method for the Transformation of the Linear Equation.**

**254.** The linear equation
\[ Rr + Ss + Tt + Pp + Qq + Zz = U, \]
in which \( R, S, T, P, Q, Z, U \), are functions of \( x \) and \( y \) only, can be reduced to simpler forms. The process consists in changing the variables.
255. In two cases, the integral of this equation can be obtained without further transformation. We may write it in the form
\[
\frac{\partial}{\partial \xi} \left( \frac{\partial z}{\partial \eta} + Lz \right) + M \left( \frac{\partial z}{\partial \eta} + Lz \right) + z \left( N - LM - \frac{\partial L}{\partial \xi} \right) = V,
\]
so that, if the condition
\[
N - LM - \frac{\partial L}{\partial \xi} = 0
\]
be satisfied, the equation becomes
\[
\frac{\partial u}{\partial \xi} + Mu = V,
\]
where \( u \) replaces \( \frac{\partial z}{\partial \eta} + Lz \). A general value of \( u \) can be obtained, and thence a general value of \( z \).

We may write the equation also in the form
\[
\frac{\partial}{\partial \eta} \left( \frac{\partial z}{\partial \xi} + Mz \right) + L \left( \frac{\partial z}{\partial \xi} + Mz \right) + z \left( N - LM - \frac{\partial M}{\partial \eta} \right) = V,
\]
so that, if the condition
\[
N - LM - \frac{\partial M}{\partial \eta} = 0
\]
be satisfied, the equation becomes
\[
\frac{\partial v}{\partial \eta} + Lv = V,
\]
where \( v \) replaces \( \frac{\partial z}{\partial \xi} + Mz \). From this, through \( v \), a general value of \( z \) can be obtained.

256. If however neither of the conditions in § 255 between the coefficients in the transformed equation be satisfied, it can still be transformed by changing the dependent variable. Thus when we write
\[
\frac{\partial z}{\partial \eta} + Lz = \zeta,
\]
we have
\[
\frac{\partial \zeta}{\partial \xi} + M\zeta + z \left( N - LM - \frac{\partial L}{\partial \xi} \right) = V.
\]

255–256] \hspace{1cm} OF THE LINEAR EQUATION

Denoting \( LM + \frac{\partial L}{\partial \xi} = N \) by \( K \), we may write
\[
z = \frac{1}{K} \frac{\partial \zeta}{\partial \xi} + \frac{M - V}{K};
\]
and therefore
\[
\zeta = L \frac{\partial \zeta}{\partial \xi} + LM \frac{\partial \zeta}{\partial \xi} + \frac{\partial L}{\partial \eta} \left( \frac{1}{K} \frac{\partial \zeta}{\partial \xi} + \frac{M - V}{K} \right),
\]
which is equivalent to
\[
\frac{\partial^2 \zeta}{\partial \xi \partial \eta} + L \frac{\partial \zeta}{\partial \xi} + M \frac{\partial \zeta}{\partial \xi} + N' \zeta = V',
\]
where
\[
L' = L - \frac{1}{K} \frac{\partial K}{\partial \eta},
\]
\[
M' = M,
\]
\[
N' = LM - K + K \frac{\partial}{\partial \eta} \left( \frac{M}{K} \right),
\]
so that the same form is reproduced but with altered coefficients. The equation in its new form can be integrated, if the analogous relations between the new coefficients be satisfied. From the values of \( L', M', N' \), we have
\[
L'M' - N' = K - \frac{\partial M}{\partial \eta} = K - \frac{\partial M'}{\partial \eta},
\]
so that, as \( K \) is not zero (by hypothesis), the relation
\[
L'M' + \frac{\partial M'}{\partial \eta} - N' = 0
\]
is not satisfied. The other condition, being that the equation
\[
L'M' + \frac{\partial L'}{\partial \xi} - N' = 0
\]
should be satisfied, is when expressed in terms of the original coefficients
\[
K + \frac{\partial L}{\partial \xi} \frac{\partial M}{\partial \eta} - \frac{1}{K} \frac{\partial K}{\partial \eta} \frac{\partial K}{\partial \xi} + \frac{1}{K^2} \frac{\partial K}{\partial \xi} \frac{\partial K}{\partial \eta} = 0.
\]
If this be not satisfied, nor the corresponding relation derived by the consideration of the other expression

\[ LM + \frac{\partial M}{\partial \eta} - N, \]

the process of transformation may be repeated indefinitely. If, at any step of the process, the requisite condition should be satisfied, the solution may then be found.

**Ex. 1.** Prove that for any substitution of the form

\[ z = \lambda s, \]

where \( s \) is to be the new dependent variable and \( \lambda \) is a function of \( \xi \) and \( \eta \),

\[ LM - N + \frac{\partial M}{\partial \eta} \quad \text{and} \quad LM - N + \frac{\partial L}{\partial \xi}, \]

are absolute invariants, and that therefore such a transformation is ineffective for the purpose of solution.

**Ex. 2.** Prove that, if

\[ K_r = N_r - L_r M_r = \frac{\partial L_r}{\partial \xi} = J_r - N_r - L_r M_r = \frac{\partial M_r}{\partial \eta}, \]

being the functions of the coefficients after \( r \) transformations, then

\[ K_{r+1} = \frac{\partial}{\partial \xi} \left( \log K_r \right) + 2K_r - J_r, \]

\[ J_{r+1} = K_r, \]

Hence solve the equation

\[ s + x s p = 2yz. \]

(Imchenetsky.)

**Note.** A full discussion of these equations, subjected to Laplace transformations, will be found in the author's *Theory of Differential Equations*, vol. VI., chapters xiii. and xiv.

257. Next, consider the case when the roots of the quadratic are equal, so that

\[ S^2 - 4RT = 0. \]

The two equations determining \( \xi \) and \( \eta \) now coincide, so that from them only one of these quantities can be obtained; let it be \( \xi \), given by

\[ \frac{\partial \xi}{\partial x} = m \frac{\partial \xi}{\partial y}. \]

and suppose \( \xi \) and \( y \) to be the new independent variables; then we may write \( \eta = y \). In the transformed equation the coefficient of \( t' \) now is zero, that of \( t' \) is \( T \), and that of \( s' \) is

\[ S \frac{\partial \xi}{\partial x} + 2T \frac{\partial \xi}{\partial y}. \]

But \( m \) being a repeated root of

\[ R \xi + Sk + T = 0, \]

we have

\[ m = -\frac{S}{2R} = -\frac{2T}{S}, \]

so that the coefficient of \( s' \) is

\[ \frac{\partial \xi}{\partial y} \left( 2T - \frac{S^2}{2R} \right), \]

which is zero. Hence the transformed equation, on division throughout by \( T \), becomes

\[ \frac{\partial \xi}{\partial y} + L \frac{\partial \xi}{\partial \xi} + M \frac{\partial \xi}{\partial y} + N \xi = V. \]

The case suitable for treatment by this method is that in which \( L \) is zero; the equation may then be looked upon as an ordinary equation in \( y \), the variable \( x \) being considered parametric; the arbitrary constants of integration should be replaced by arbitrary functions of \( x \).

**Poisson's Method.**

258. Poisson has shewn how to deduce a particular integral of any partial differential equation which is of the form

\[ P = (rt - s^2)Q, \]

where \( P \) is a function of \( p, q, r, s, \) and \( t \), homogeneous with respect to the last three quantities, and \( Q \) is any function of the variables \( \alpha, \beta, \gamma, \) and the differential coefficients of \( z \), which remains finite when \( rt - s^2 = 0 \).

He assumes

\[ q = \phi (p), \]

and therefore

\[ s = r\phi (p), \quad t = s\phi (p) = r\{\phi (p)}\].
These values make
\[ rt - s^2 = 0, \]
and reduce the differential equation to
\[ P = 0. \]

Now \( P \) being homogeneous with respect to \( r, s, \) and \( t \), there will, when the foregoing values are substituted, occur a common factor throughout, being some power of \( r \); this may be rejected and the remaining equation will involve only \( p, \phi(p) \) and \( \phi'(p) \) which when integrated will determine the value of \( \phi(p) \) and so will lead to an integral of the original equation. This integral, being of the form
\[ q = \phi(p), \]
can always be further integrated.

It may be noticed that Poisson's process is equivalent to obtaining the developable surfaces which are included under the given differential equation, for
\[ q = \phi(p) \]
is the differential equation of developable surfaces.

**Ex. 1.** Solve
\[ r^2 - q^2 = r - s. \]

Proceeding as above we find
\[ 1 - (\phi'(p))^2 = 0, \]
so that, retaining only the real values, we have
\[ \phi'(p) = \pm 1, \]
whence
\[ q = \phi(p) = a \pm p, \]
where \( a \) is an arbitrary constant. The complete integral of this considered as a partial differential equation of the first order, is
\[ z = ay + \lambda (x \pm y) + \nu, \]
where \( \lambda \) and \( \nu \) are arbitrary constants; the general integral is
\[ z = ay + \phi(x \pm y), \]
where \( \phi \) is an arbitrary function.

**Ex. 2.** Solve
\[ (i) \quad t + 2px + (p^2 - a^2)r = 0; \]
\[ (ii) \quad (1 + q^2) r - 2pq + (1 + p^2) t = 0. \]

---

**Linear Equations with Constant Coefficients.**

259. We now proceed to consider equations which are linear not merely with regard to the differential coefficients of highest order but also with regard to the dependent variable and all its differential coefficients, and in which the various terms are multiplied by constants only. Such an equation is
\[ \Phi \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) z = V, \]
where \( \Phi \) is a rational integral algebraical function all the coefficients of which are constant; \( V \) may be any function of the independent variables.

As in the case of ordinary differential equations the complete integral consists of the sum of two parts:

- **first**, the most general integral of
  \[ \Phi \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) z = 0; \]
- **second**, any particular solution of
  \[ \Phi \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) z = V. \]

These will be obtained separately. For convenience, let \( \frac{\partial}{\partial x} \) and \( \frac{\partial}{\partial y} \) be respectively denoted by \( D \) and \( D' \).

260. The simplest case of the general equation is that in which only differential coefficients of the \( n \)th order occur, so that it may be written
\[ (D^n + A_1 D^{n-1} D' + A_2 D^{n-2} D'^2 + \ldots + A_n D') z = V. \]

Let \( \alpha_1, \alpha_2, \ldots, \alpha_n \), be the \( n \) roots of
\[ \xi^n + A_1 \xi^{n-1} + A_2 \xi^{n-2} + \ldots + A_n = 0; \]
then the equation may be transformed into
\[ (D - \alpha_1 D') (D - \alpha_2 D') \ldots (D - \alpha_n D') z = V. \]
To find the complementary function, we write \( V = 0 \); then a solution of
\[
(D - \alpha D') z = 0
\]
will be a term in the complementary function; and as there are \( n \) such factors there will be \( n \) such terms.

Now the solution of
\[
(D - \lambda) z = 0,
\]
where \( \lambda \) is independent of \( \alpha \), is given by
\[
z = e^{\alpha \xi} C,
\]
unless also independent of \( \alpha \). The quantity \( C \) may therefore, in the solution of
\[
(D - \alpha D') z = 0,
\]
be made an arbitrary function of \( y \), and we then have
\[
z = e^{\alpha \xi} \frac{d}{dy} \phi (y) = \phi (y + \alpha x),
\]
where \( \phi \) and \( \psi \) are arbitrary functions of \( x \) and \( y \), and
\[
\phi (y + \alpha x) + \alpha \psi (y + \alpha x),
\]
where both \( \phi \) and \( \psi \) are arbitrary; the sum of these two terms replaces the sum of the two terms, which had coalesced into one, and the general character of the solution is restored. Similarly, when any number of the roots \( \alpha \) are equal, the corresponding terms of the complementary function, which coalesce into one, are replaced by a series of terms derived in the same manner as the above.

261. To obtain the particular integral, we may represent it symbolically by
\[
z = \frac{1}{(D - \alpha_1 D')(D - \alpha_2 D') \ldots (D - \alpha_n D')} \frac{1}{V} = \frac{1}{D^n} \frac{1}{(D - \alpha_1)(D - \alpha_2) \ldots (D - \alpha_n)} \frac{1}{V}.
\]

To evaluate this, we resolve the second symbolic fraction into the sum of \( n \) symbolic partial fractions, into the denominator of which only one of the quantities \( D/D - \alpha \) enters. Thus, if
\[
(z - \alpha_1)(z - \alpha_2) \ldots (z - \alpha_n) = \sum_{r=1}^{n} \frac{N_r}{(z - \alpha_r)},
\]
we have
\[
z = \frac{1}{D^n} \sum_{r=1}^{n} \frac{N_r}{D - \alpha_r} V = \frac{1}{D^n - N_r} \sum_{r=1}^{n} \frac{N_r}{D - \alpha_r} V,
\]

\( N_r \) being a constant and depending only upon the constants \( \alpha \). Let
\[
V = \psi (x, y);
\]
then, since
\[
(D - \alpha D)^{-1} = e^{\alpha \xi} \frac{d}{dy} \int d\xi \ e^{-\alpha \xi} \frac{d}{dy},
\]
we have
\[
\frac{1}{D - \alpha D} V = e^{\alpha \xi} \frac{d}{dy} \int d\xi \ e^{-\alpha \xi} \psi (\xi, y) = e^{\alpha \xi} \frac{d}{dy} \int d\xi \psi (\xi, y - \alpha \xi) = \int d\xi \psi (\xi, y + \alpha x - \alpha \xi);\]

\[\text{FDE}\]
hence the particular integral of the equation is

\[ z = \int \cdots \int d^ny \sum_{r=1}^{n} [N_r \Psi \{ \xi, y + \alpha_r(x - \xi) \}] . \]

This is the value in the most general case possible; in particular cases, the actual evaluation becomes much more easy. Thus, if \( V \) be a function of \( x \) only, we may consider \( [\Phi (D, D')]^{-1} \) as expanded in a series of ascending powers of \( D' \); every term may then be neglected (so far as the particular integral is concerned) except that which does not contain \( D' \). Corresponding simplifications arise in other examples.

**Ex. 1.** Solve \( \frac{\partial^2 u}{\partial x^2} - \alpha^2 \frac{\partial^2 u}{\partial y^2} = x \).

(See Ex. 1, § 250.)

For the Complementary Function, we have

\[ \left( \frac{\partial}{\partial x} - \alpha \frac{\partial}{\partial y} \right) \left( \frac{\partial}{\partial x} + \alpha \frac{\partial}{\partial y} \right) u = 0, \]

and therefore

\[ u = e^{\alpha y} \phi (y) + e^{-\alpha y} \psi (y) = \phi (y + ax) + \psi (y - ax), \]

\( \phi \) and \( \psi \) denoting arbitrary functions.

For the Particular Integral, we have

\[ u = \frac{1}{D^2 - \alpha^2 D^2} x = \frac{1}{D^2} \left( 1 + \alpha^2 D^2 + \cdots \right) x \]

\[ = \frac{x^3}{3!}. \]

Hence the Complete Integral is

\[ u = \phi (y + ax) + \psi (y - ax) + \frac{x^3}{3!}. \]

**Ex. 2.** Obtain a solution of the equation \( \frac{\partial^2 y}{\partial t^2} = \alpha^2 \frac{\partial^2 y}{\partial x^2} \)

such that, when \( t = 0, y = f(x) \) and \( \frac{\partial y}{\partial t} = \frac{df(x)}{dx} \), \( f(x) \) being known functions of \( x \).

**Ex. 3.** Solve the equations:

(i) \( \frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial y^2} = \cos mx \cos ny; \)

(ii) \( \frac{\partial^2 z}{\partial x^2} + 3 \frac{\partial^2 z}{\partial y^2} + \frac{\partial z}{\partial y} = x + y; \)

(iii) \( \frac{\partial^2 z}{\partial x^2} - 2a \frac{\partial^2 z}{\partial y^2} + \alpha^2 \frac{\partial^2 z}{\partial y^2} = f(y + ax); \)

(iv) \( \frac{\partial^2 z}{\partial x^2} - \frac{\partial^2 z}{\partial y^2} = y^2; \)

(v) \( (D - \alpha D')^2 z = \phi (x) + \psi (y) + \chi (x + by); \)

(vi) \( (D - \alpha D')^2 z = x + \phi (x + y). \)

**Ex. 4.** Solve the equation

\( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^3 u}{\partial y^2 \partial x} + \frac{\partial^2 u}{\partial y^2} - 3 \frac{\partial^2 u}{\partial x \partial y \partial x} = x^2 + y^2 - 3xyz. \)

For the Complementary Function, we have

\[ \left( \frac{\partial}{\partial x} \frac{\partial}{\partial y} + \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right) \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} + \frac{\partial}{\partial y} \right) u = 0, \]

\( \omega \) being a cube root of unity. The solution of

\[ \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} + \frac{\partial}{\partial y} \right) \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} + \frac{\partial}{\partial y} \right) \frac{\partial}{\partial x} \phi (y, z) \]

is

\[ u = e^{-\lambda} \left( \frac{\partial}{\partial y} + \frac{\partial}{\partial y} \right) \phi (y, z) \]

hence the Complementary Function is

\[ \phi_2 (y - ax, z - ax) + \phi_3 (y - aw, z - ow^2x) + \phi_3 (y - ow, z - ox); \]

where \( \phi_1, \phi_2, \phi_3 \), are arbitrary functions.

The part of the Particular Integral corresponding to \( x^3 \) is

\[ \frac{1}{(\frac{\partial}{\partial x} + \frac{\partial}{\partial y} + \frac{\partial}{\partial y})^3} \frac{x^3}{3!} = \frac{1}{(\frac{\partial}{\partial x})^3 \frac{x^3}{3!}} = \frac{x^3}{4.5.6}; \]

and so for the other terms; the full value is

\[ x^3 + y^3 + z^3 + \frac{x^2 y^2 z^2}{8}. \]

The Complete Integral is the sum of the Complementary Function and the Particular Integral.
Ex. 5. Solve

(i) \( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial x \partial y} + \frac{\partial^2 u}{\partial y^2} = xyz; \)

(ii) \( \frac{\partial^3 u}{\partial x^3 \partial y} - 2 \frac{\partial^3 u}{\partial x^2 \partial y^2} - 3 \frac{\partial^3 u}{\partial x^3 \partial y} - 3 \frac{\partial^2 u}{\partial x \partial y^2} + 6 \frac{\partial^2 u}{\partial x^2 \partial y} + 7 \frac{\partial^2 u}{\partial x^2 \partial y} = 0. \)

262. Passing now to the general equation, we proceed to find the solution of

\[ \Phi \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) z = 0, \]

where \( \Phi \) is of the form

\[ A_0 \frac{\partial^n}{\partial x^n} + A_1 \frac{\partial^{n-1}}{\partial x^{n-1} \partial y} + A_2 \frac{\partial^n}{\partial x^{n-2} \partial y^2} + \ldots \]

\[ + B_0 \frac{\partial^{n-1}}{\partial x^{n-1} \partial y} + B_1 \frac{\partial^{n-1}}{\partial x^{n-2} \partial y^2} + \ldots \]

\[ + \ldots + K_0 \frac{\partial}{\partial x} + K_1 \frac{\partial}{\partial y} + L. \]

We assume as a trial solution

\[ z = Ae^{hx + ky}; \]

where \( h \) and \( k \) are constants yet to be determined. With this value, we have

\[ \frac{\partial x}{\partial x} = hx, \quad \frac{\partial x}{\partial y} = kx; \]

and therefore

\[ \Phi (h, k) z = 0, \]

which will be satisfied, if \( h \) and \( k \) be determined so as to satisfy

\[ \Phi (h, k) = 0. \]

This obviously makes one of the constants to depend on the other. Let the equation be resolved to determine \( k \), so that we obtain results of the form

\[ k = \theta (h), \]

\( n \) in number. Taking one of them, as \( k = \theta_1 (h) \), we have the solution in the form

\[ z = Ae^{hx + \theta_1 (h) ky}, \]

for all values of \( A \) and \( h \). The sum of any number of solutions is also a solution; hence another is given by

\[ z = \sum A e^{hx + \theta (h) ky}, \]

where \( \Xi \) implies summation for all values of \( h \); and \( A \), an arbitrary constant, may be looked upon as an arbitrary function of \( h \) which may vary from term to term of the series.

Similarly another value of \( k \), such as \( \theta_2 (h) \), will lead to another solution which may be represented by

\[ z = \sum B e^{hx + \theta_2 (h) ky}, \]

and, as each value of \( k \) will lead to a corresponding series, the general solution may be represented as the sum of \( n \) series in the form

\[ z = \sum \{ A e^{hx + \theta (h) ky} \} + \sum \{ B e^{hx + \theta (h) ky} \} + \ldots, \]

the summation in each series extending to terms arising from all possible values of the constants \( h \).

The fact, that the coefficient belonging to any term may be considered as an arbitrary function of the constant which occurs in that term, shews that each series may be regarded as having in its expression one general arbitrary function. Thus, in the Complementary Function, we should expect \( n \) arbitrary functions.

263. This general result, in the form of the sum of \( n \) series each containing arbitrary elements, may appear to be of slight value. Sometimes, however, by the form of the differential equation, a simplification is introduced such as that indicated in the next paragraph. Sometimes, by conditions imposed on the dependent variable other than the satisfaction of the differential equation, the number of terms of the series is limited to those which contain particular values of the parametric constant.

For example, whenever a solution of the equation which determines \( k \) is of the form

\[ k = \alpha h + \beta, \]

where \( \alpha \) and \( \beta \) are determinate constants, the corresponding series may be expressed in a finite form. The solution is

\[ e^{\beta y} \sum A e^{hx + \theta (h) ky}, \]
that is (save as to the factor outside \( \Sigma \)), it is the sum of any number of arbitrary powers of \( e^{x+ay} \) each multiplied by an arbitrary constant; such a sum is an arbitrary function of \( e^{x+ay} \) or, what is the equivalent, an arbitrary function of \( x + ay \); and the series may therefore be replaced by

\[
e^{by} \phi(x + ay),
\]

where \( \phi \) is arbitrary. Corresponding to the conditions which in any particular case limit the number of terms included in the series, there will be analogous conditions which determine the form of the arbitrary function.

**Ex.** Prove that, if the root

\[
k = ak + \beta
\]

occurs \( r+1 \) times, the corresponding part of the Complementary Function is

\[
e^{by} \left[ \phi_0(x + ay) + y \phi_1(x + ay) + \ldots + y^r \phi_r(x + ay) \right],
\]

where \( \phi_0, \phi_1, \ldots, \phi_r \) denote arbitrary functions.

264. To obtain the Particular Integral, we may represent it by

\[
S = \frac{1}{\Phi(D, D')} V;
\]

the evaluation of this expression will depend upon the form of \( V \).

Thus if

\[
V = e^{ax+by},
\]

we should have

\[
\frac{1}{\Phi(a, b)} e^{ax+by},
\]

as the value of \( S \) required. If \( V \) were a polynomial function of \( x \) and \( y \), then it would be possible to evaluate the expression by expanding the inverse operator in a series of ascending powers of both \( D \) and \( D' \), if permissible, or in powers of either of them. The methods, applied to the particular forms considered in \( \S 46 \) in the case of ordinary differential equations, indicate the corresponding methods to be adopted for some of the varying forms of \( V \).

---

**Ex.** Solve

\[
\frac{\partial^2 z}{\partial x^2} - 3 \frac{\partial^2 z}{\partial y^2} - 3 \frac{\partial z}{\partial x} + \frac{\partial z}{\partial y} = xy + e^{x+2y}.
\]

First, for the Complementary Function, we must solve

\[
(D - D')(D + D' - 3) z = 0.
\]

Let

\[
z = Ae^{ak + \beta}
\]

be substituted. Then

\[
(k - \lambda)(k + \lambda - 3) = 0,
\]

so that

\[
k = \lambda, \quad k = 3 - \lambda,
\]

are the relations between \( k \) and \( \lambda \). Hence

\[
z = \sum Ae^{\lambda (x + y)} + e^{\lambda y} Be^{\lambda (x - y)} = \phi(x + y) + e^{by} \psi(x - y),
\]

where \( \phi \) and \( \psi \) are both arbitrary.

The part of the Particular Integral corresponding to \( e^{x+2y} \) is

\[
z = \frac{1}{(D - D')(D + D' - 3)} e^{x+2y} = \frac{1}{(1-D)(D-2)} e^{2y} = e^{x+2y} \frac{1}{1-D} \frac{1}{D' + 1} - y e^{x+2y}.
\]

The result indicates that a term of the form \( e^{x+2y} \) will arise in the Complementary Function, as is obvious from the identity

\[
e^{x+2y} = e^{2y} e^{x-y}.
\]

The part of the Particular Integral corresponding to the term \( xy \) is

\[
z = \frac{1}{(D - D')(D + D' - 3)} xy
\]

\[
= -\frac{1}{2(D - D')} \left[ 1 + \frac{D + D'}{3} + \left( \frac{D + D'}{3} \right)^2 \right] xy
\]

\[
= -\frac{1}{3D} \left( 1 + \frac{D}{D} \right) \left( xy + \frac{1}{3} x + \frac{1}{3} y + \frac{1}{3} x^2 + \frac{1}{3} y^2 \right)
\]

\[
= -\frac{1}{3D} \left( xy + \frac{1}{3} x + \frac{1}{3} y + \frac{1}{3} x^2 + \frac{1}{3} y^2 \right)
\]

\[
= -\left( \frac{1}{3} x^2 + \frac{1}{3} x + \frac{1}{3} y^2 + \frac{1}{3} xy \right).
\]
265. Any equation, such that the coefficient of a differential coefficient of any order is a constant multiple of the variables of the same degree, may be reduced to an equation of the foregoing form. Such an equation will be of the form

\[ \Sigma A_x \varphi \frac{\partial^r x}{\partial x^r} + \Sigma B_{pq} \varphi^p \frac{\partial^r x^q}{\partial x^p \partial y^q} + \Sigma C_x y^q \frac{\partial^r y}{\partial y^r} = V. \]

We may either change the independent variables to \(u\) and \(v\), where \(x = e^u\) and \(y = e^v\); or we may represent \(x \frac{\partial}{\partial x}\) by \(\Sigma\) and \(y \frac{\partial}{\partial y}\) by \(\phi\), and then we have

\[ x \frac{\partial^r x}{\partial x^r} = \Sigma (\xi - 1) (\xi - 2) \ldots (\xi - r + 1) \xi, \]

\[ x^p y^q \frac{\partial^r x^q}{\partial x^p \partial y^q} = \Sigma (\xi - 1) \ldots (\xi - p + 1) \phi (\phi - 1) \ldots (\phi - q + 1) \phi. \]

In either case, the equation is reduced to the form already considered.

Ex. 1. Solve the equation

\[ x^2 \frac{\partial^2 x}{\partial x^2} + 2xy \frac{\partial x}{\partial x} + y^2 \frac{\partial^2 y}{\partial y^2} = z^m y^n. \]

We have, on assuming \(u = \log x\) and \(v = \log y\),

\[ \left( \frac{\partial}{\partial u} + \frac{\partial}{\partial v} \right) \left( \frac{\partial}{\partial u} + \frac{\partial}{\partial v} - 1 \right) z = e^{u+m} e^{v+n}. \]

The integral of this is

\[ z = e^{u} F_1 (u-v) + f_1 (v-u) + \frac{e^{u+m}}{(m+n) (m+n-1)} \]

\[ = e^{v} F_2 \left( \frac{v}{x} \right) + f \left( \frac{v}{x} \right) + \frac{e^{v+n}}{(m+n) (m+n-1)}, \]

where \(f\) and \(F\) are arbitrary.

Ex. 2. Solve the equations:

(i) \( x^2 \frac{\partial^2 x}{\partial x^2} - y^2 \frac{\partial^2 y}{\partial y^2} = xy; \)

(ii) \( x^2 \frac{\partial^2 x}{\partial x^2} - y^2 \frac{\partial^2 y}{\partial y^2} = \frac{2x}{\partial x} - \frac{2y}{\partial y}. \)

Ex. 3. Solve the equations:

(i) \( x^2 \frac{\partial^2 u}{\partial x^2} + 2xy \frac{\partial^2 u}{\partial x \partial y} + y^2 \frac{\partial^2 u}{\partial y^2} + nu = u \left( \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} \right) + x^2 + y^2 + z^2; \)

(ii) \( x^2 \frac{\partial^2 u}{\partial x^2} + 2xy \frac{\partial^2 u}{\partial x \partial y} + y^2 \frac{\partial^2 u}{\partial y^2} = (x^2 + y^2) u; \)

(iii) \( x \frac{\partial}{\partial x} + y \frac{\partial}{\partial y} + z \frac{\partial}{\partial z} u + n u = 0. \)

Ex. 4. Solve

\[ (1-x^2)^2 \frac{\partial^2 u}{\partial x^2} + 2 (1-x^2) (1-xy) \frac{\partial^2 u}{\partial x \partial y} + (1-xy)^2 u = 2x (1-x^2) \frac{\partial u}{\partial x} + (x+y-2xy) \frac{\partial u}{\partial y}. \]

Ex. 5. Solve the equations:

(i) \( x^2 \frac{\partial^2 z}{\partial x^2} - a^2 \frac{\partial^2 z}{\partial y^2} + 2a \frac{\partial z}{\partial x} + 2ab \frac{\partial z}{\partial y} = 0; \)

(ii) \( mn (\frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial y^2}) - (m^2 + n^2) \frac{\partial^2 z}{\partial x \partial y} + mn (\frac{\partial z}{\partial x} - \frac{\partial z}{\partial y}) = \cos (m \pi + ny) + \cos (kp + ly); \)

(iii) \( \alpha \frac{\partial^2 z}{\partial x^2} + 2k \frac{\partial^2 z}{\partial x \partial y} + b \frac{\partial^2 z}{\partial y^2} + 2g \frac{\partial z}{\partial x} + 2f \frac{\partial z}{\partial y} + cz = 0. \)

Ex. 6. Solve \( f(x) z = H_z \),

where \( x \) denotes the operator \( x \frac{\partial}{\partial x} + x_2 \frac{\partial}{\partial x_2} + \ldots + x_n \frac{\partial}{\partial x_n} \), \( f \) is a polynomial function of \( x \), and \( H_z \) is a homogeneous function of \( n \) dimensions of the quantities \( x_1, x_2, \ldots, x_n \).

MISCELLANEOUS METHODS.

266. There are several partial differential equations which are of frequent occurrence in physical investigations. Solutions of these have frequently been obtained by methods, the application of most of which to equations other than those connected with their discovery is very limited. The two chief methods are integration by means of definite integrals and integration...
in series; but as each method is of special application only, and as the variations which arise owe their origin to the conditions imposed upon the function whose value is sought and not to any variety in the differential equations to which it can be applied, it is not possible to give here a full discussion. The discussion will, accordingly, be limited to a few examples; for fuller investigations, recourse must be had to the treatises on those branches of mathematical physics in which the differential equations occur.

267. Consider first an equation which can be integrated by both methods.

Such an equation is

$$\frac{\partial u}{\partial t} = a^2 \frac{\partial^2 u}{\partial x^2},$$

which arises in investigations connected with the conduction of heat. It is not without interest to indicate some of the different methods which may be applied to obtain a solution.

By the method of § 260, we may write

$$u = e^{\theta t} \frac{\partial^2}{\partial x^2} \phi(x),$$

where $\phi(x)$ is arbitrary; expanding the differential operator, we obtain

$$u = \phi(x) + a^2 \frac{\partial^2 \phi}{\partial x^2} + a^4 \frac{\partial^4 \phi}{(2!) \partial x^4} + a^6 \frac{\partial^6 \phi}{(3!) \partial x^6} + \cdots.$$  

This solution contains one arbitrary function.

We may proceed otherwise thus: the solution of the equation

$$\frac{\partial^2 u}{\partial x^2} = \lambda^2 u$$

is

$$u = e^{\lambda x} A + e^{-\lambda x} B,$$

where $A$ and $B$ are independent of $x$; so that we may express the solution of the equation

$$\frac{\partial^2 u}{\partial x^2} = \frac{1}{\lambda^2} \frac{\partial u}{\partial t}$$

in the form

$$u = e^{\lambda x} \psi(t) + e^{-\lambda x} \chi(t),$$

where $\psi$ and $\chi$ are arbitrary functions. In order to free the result from symbolical operations, which would require interpretation if they remained, we change the arbitrary functions to $f$ and $F$, where

$$f(t) = \psi(t) + \chi(t),$$

$$F(t) = \left( \frac{d}{dt} \right)^{1 \over 2} \{ \psi(t) - \chi(t) \};$$

then, since $\psi$ and $\chi$ are arbitrary, both $f$ and $F$ will be arbitrary, whatever interpretation be assigned to $\left( \frac{d}{dt} \right)^{1 \over 2}$. When the symbolical operators in the first form of solution involving $\psi$ and $\chi$ are expanded, and the terms of the same order in differentiation are gathered together, the solution becomes

$$u = f(t) + \frac{a^2}{2!} \frac{df}{dt} + \frac{a^4}{4!} \frac{d^2f}{dt^2} + \cdots$$

$$+ \frac{a^2}{1} \frac{dF}{dt} + \frac{a^4}{3!} \frac{d^2F}{dt^2} + \frac{a^6}{5!} \frac{d^3F}{dt^3} + \cdots.$$  

This solution contains two arbitrary functions.

268. It may at first sight seem paradoxical that two perfectly general solutions of the same differential equation can be obtained of apparently so different a character. The difficulty will disappear if it be noticed that the equation is only of the first order in $t$ while it is of the second order in $x$; the former solution contains only a single arbitrary function of $x$, which is all that can be expected in the case of an equation of the first order; the second solution contains two arbitrary functions of $t$, which is the number of arbitrary functions to be expected in the case of an equation of the second order.

If we assume that all the arbitrary functions can be expanded in positive integral powers of their arguments, we are able to transform one of these solutions into the other. For let

$$\phi(x) = \sum_{n=0}^{\infty} A_n \left( \frac{x^n}{n!} \right),$$

where the coefficients $A_n$ are arbitrary; and let this value be
substituted in the first solution. Then the term independent of $x$ is

$$A_0 + A_4 t^4 + \frac{A_8}{21} t^6 + \ldots,$$

which is a series with arbitrary coefficients and so may be denoted by $f(t)$, where $f$ is arbitrary; the coefficient of $\frac{x^3}{3!}$ is

$$A_3 + A_4 t^4 + \frac{A_8}{21} t^6 + \ldots,$$

that is, $\frac{df}{dt}$; and so for the other even powers of $x$. Thus the part of the solution depending upon the even powers of $x$ is

$$f(t) + \frac{x^3}{21} \frac{df}{dt} + \frac{x^4}{4!} a^2 \frac{df^2}{dt^2} + \ldots.$$

Similarly collecting the terms which depend upon the odd powers of $x$, and writing

$$F(t) = A_1 + A_4 t^4 + \frac{A_8}{21} t^6 + \ldots,$$

which is another arbitrary function, we should obtain the second part of the second solution. It thus appears that the two algebraical expressions are equivalent, independently of the fact that they are both solutions of the differential equation.

**Solution by Definite Integrals.**

268. Now let the method of § 262 be applied. We substitute

$$u = e^{ax + \beta t},$$

the necessary relation between the constants $a$ and $\beta$ is

$$\beta = \alpha^2 a,$$

so that

$$u = A e^{ax + \alpha^2 at},$$

for all values of $A$ and $x$, would be a solution. Instead of $a$ write $\alpha t$, so that solutions are given by

$$e^{-a x t + \alpha \lambda t}, \quad e^{-a x t - \alpha \lambda t},$$

and therefore by

$$A e^{-a x t + \alpha (x - \lambda) t}, \quad B e^{-a x t - \alpha (x - \lambda) t},$$

where $\lambda$ is any constant, and $A$ and $B$ are arbitrary functions of $\lambda$. These solutions may be replaced by

$$A' e^{-a x t + \alpha (x - \lambda) t}, \quad B' e^{-a x t - \alpha (x - \lambda) t},$$

where $A'$ and $B'$ are arbitrary functions of $\lambda$.

Further, the sum of any number of solutions is also a solution. Consider the solution obtained by summing any number of terms of the first form for all values of $\lambda$ and $a$, and by assuming that, while $A'$ is an arbitrary function of $\lambda$, the form of the arbitrary function is the same for different values of $\lambda$. (The corresponding terms which would arise from the second may be deemed included in this because, so far as the variable part is concerned, we need only to change $\lambda$ into $\lambda - \frac{\pi}{2\alpha}$ to obtain the first.)

Let then

$$A' = \varphi (\lambda) d\lambda,$$

and suppose summation to take place for all values of $\lambda$ between $-\infty$ and $+\infty$; the corresponding solution is

$$\int_{-\infty}^{\infty} e^{-a x t + \alpha (x - \lambda)} \varphi (\lambda) d\lambda.$$

This again may be multiplied by any function of $a$ and the summation taken for all values of $a$; as it stands, the function is an even one of $a$; and so, if the factor be taken as $da$, it will suffice to take $0$ and $\infty$ as the limits of $a$. Consequently, we have as the solution

$$u = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-a x t + \alpha (x - \lambda)} \varphi (\lambda) d\lambda d\alpha.$$

The solution in this form is specially suitable for the case in which $u$ is to satisfy some condition, for instance that

$$u = f(x)$$

when $t$ is zero; we then are to have

$$f(x) = \int_{-\infty}^{\infty} da \int_{-\infty}^{\infty} \cos \alpha (x - \lambda) \varphi (\lambda) d\lambda.$$

But, by Fourier's theorem, the value of the right-hand side is $\pi \psi (x)$, so that $\varphi$ is a determinate function; thus

$$u = \frac{1}{\pi} \int_{-\infty}^{\infty} da \int_{-\infty}^{\infty} e^{-a x t + \alpha (x - \lambda)} \varphi (\lambda) d\lambda.$$

(Riemann.)
Ex. Obtain a solution of the equation

\[ \frac{\partial^{2}u}{\partial t^{2}} = \alpha^{2} \frac{\partial^{2}u}{\partial x^{2}} , \]

which is such that

\[ u = f(x) \text{, and } \frac{\partial u}{\partial t} = P(x) , \]

when \( t = 0 \).

The result is

\[ u = \frac{1}{2} \left[ f(x + at) + f(x - at) \right] + \frac{1}{2\alpha} \int_{x-at}^{x+at} P(\lambda) d\lambda . \]

(Riemann.)

270. We may again solve the equation by a method, due originally to Laplace and extended by Poisson.

We have

\[ \int_{-\infty}^{\infty} e^{-u^{2}} du = \frac{\pi^{\frac{1}{2}}}{\sqrt{\alpha}} ; \]

hence, writing \( u - l \) for \( u \), where \( l \) is independent of \( u \),

\[ \int_{-\infty}^{\infty} e^{-u^{2} + 2\alpha t} du = \frac{\pi^{\frac{1}{2}}}{\sqrt{\alpha}} e^{\alpha t} . \]

When \( l \) is any differential operation to be performed, this relation indicates that the symbolical operation \( e^{2} \) can be expressed provided \( e^{2l} \) can be expressed.

This method may be applied to the equation

\[ \frac{\partial u}{\partial t} = \alpha^{2} \frac{\partial^{2} u}{\partial x^{2}} ; \]

for we have

\[ u = \theta \left( \frac{\partial^{2} f}{\partial x^{2}} \right) + \epsilon \frac{d}{d\epsilon} f(x) , \]

where \( f(x) \) is an arbitrary function independent of \( t \). The foregoing formula in equivalent operators may be applied, if \( l \) be replaced by \( \alpha^{2} \frac{d}{d\epsilon} \); and thus we have

\[ u = \pi^{-\frac{1}{2}} \int_{-\infty}^{\infty} e^{-u^{2} + 2\alpha t} \frac{d}{d\epsilon} f(x) du \]

\[ = \pi^{-\frac{1}{2}} \int_{-\infty}^{\infty} e^{-u^{2}} f(x + 2\alpha t) du . \]

Another form may be given to this result by substituting \( \lambda \) for \( x + 2\alpha t \). Then \( u \) becomes

\[ \frac{1}{2\alpha} \left( \frac{\pi}{\sqrt{\epsilon}} \right)^{\frac{1}{2}} \int_{-\infty}^{\infty} e^{-\frac{(x - \lambda)^{2}}{4\alpha t}} f(\lambda) d\lambda . \]

Now \( f(\lambda) \) is an arbitrary function; if we choose to assume its value to be zero everywhere except when \( \lambda = \eta \), and then write \( f(\lambda) d\lambda = H \), we have

\[ u = \frac{H}{2\alpha} \left( \frac{\pi}{\sqrt{\epsilon}} \right)^{\frac{1}{2}} e^{-\frac{(x - \eta)^{2}}{4\alpha t}} . \]

Ex. 1. Prove that, if \( u \) satisfy the conditions

(i) \( u = f(x) \) when \( t = 0 \),

(ii) \( u = \phi(t) \) when \( x = 0 \),

then its value is

\[ \frac{1}{2\alpha} \left( \frac{\pi}{\sqrt{\epsilon}} \right)^{\frac{1}{2}} \int_{-\infty}^{\infty} e^{-\frac{(x - \lambda)^{2}}{4\alpha t}} f(\lambda) d\lambda + \frac{x}{2\alpha t} \int_{0}^{\infty} e^{-\frac{x^{2}}{4\alpha t}} \phi(\lambda) d\lambda . \]

Ex. 2. Obtain a solution of the equation

\[ \frac{\partial^{2} \phi}{\partial y^{2}} + \delta^{2} \left( \frac{\partial^{2} \phi}{\partial x^{2}} + \frac{2}{\partial x \partial y} + \frac{\partial^{2} \phi}{\partial y^{2}} \right) = 0 \]

in the form

\[ \phi = \int f(x + 2\alpha t k, y + 2\beta t k) \sin (x^{2} + \beta^{2}) du dv \]

\[ + \int F(x + 2\alpha t k, y + 2\beta t k) \cos (x^{2} + \beta^{2}) du dv . \]

Ex. 3. Verify that

\[ u = \frac{1}{4\pi} \int_{0}^{2\pi} d\phi \int_{0}^{\pi} f(\phi + at \sin \theta \cos \phi, y + at \sin \theta \sin \phi, z + at \cos \theta) \sin \theta d\theta \]

\[ + \frac{1}{4\pi} \frac{d}{dt} \int_{0}^{2\pi} d\phi \int_{0}^{\pi} f(x + at \sin \theta \cos \phi, y + at \sin \theta \sin \phi, z + at \cos \theta) \sin \theta d\theta \]

satisfies the differential equation

\[ \frac{\partial^{2} u}{\partial t^{2}} = \alpha^{2} \left( \frac{\partial^{2} u}{\partial x^{2}} + \frac{\partial^{2} u}{\partial y^{2}} + \frac{\partial^{2} u}{\partial z^{2}} \right) , \]

and is such that \( u = F(x, y, z) \) and \( \frac{\partial u}{\partial t} = f(x, y, z) \), when \( t = 0 \).
SOLUTION

Ex. 4. Obtain the value of the integral
\[ \int \int_{\varepsilon^2 + \varepsilon^2 + \varepsilon^2} \, dS, \]
taken over the surface of a sphere whose centre is the origin and radius \( R \), in the form
\[ 4\pi \frac{R}{p} \sinh (R \rho), \]
where
\[ p^2 = a^2 + b^2 + \gamma^2. \]

Hence show that over the surface of any sphere the mean value of a function, which satisfies the equation
\[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = 0, \]
and which, for all points within the sphere, is expressible by a converging series, is equal to the value of the function at the centre of the sphere.

Further information on this part of the subject and, in particular, on the applications in physical investigations, will be found in H. Weber’s edition of Riemann’s "Die partielle Differentialgleichungen der mathematischen Physik."

SOLUTION IN SERIES.

271. Consider now a case of integration by means of series.

The most important equation, to which this method is applied, is the equation
\[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = 0, \]
which continually occurs in physical investigations. To solve it by the method under consideration, we change the independent variables from \( x, y, z \) to \( r, \theta, \phi \), given by the relations
\[ x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta, \]
which will in effect be changing from the Cartesian to the polar coordinates of a point in space. The equation becomes
\[ r \frac{\partial^2 (ru)}{\partial r^2} + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial u}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2 u}{\partial \phi^2} = 0; \]
and, if another change be made by writing \( \mu \) instead of \( \cos \theta \), the resulting form is
\[ r \frac{\partial^2 (ru)}{\partial r^2} + \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial u}{\partial \mu} \right) + \frac{1}{1 - \mu^2} \frac{\partial^2 u}{\partial \phi^2} = 0. \]

272. First, let a solution be desired which is to be a function of \( r \) only, that is, of \((x^2 + y^2 + z^2)^{\frac{1}{2}}\), so that it will be a specially symmetrical solution; the equation then reduces to
\[ \frac{\partial^2 (ru)}{\partial r^2} = 0, \]
and therefore
\[ u = A + \frac{B}{r}. \]

In a similar way, a solution which would be a function of \( \theta \) alone, and one which would be a function of \( \phi \) alone, may be deduced; but they are not so useful as that just obtained.

Next, suppose that solutions which are not functions of \( r \) alone may be expanded in a series of integral powers of \( r \); and in \( u \) let there be a term
\[ r^n u_n, \]
where \( u_n \) is independent of \( r \) but may be a function of \( \theta \) and \( \phi \), the form of which is still to be determined. Then, when the value of \( u \) is substituted, the term on the left-hand side of the differential equation corresponding to this particular term of \( u \) is
\[ r^n \left[ n(n+1) u_n + \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial u_n}{\partial \mu} \right) + \frac{1}{1 - \mu^2} \frac{\partial^2 u_n}{\partial \phi^2} \right]; \]
and the sum of all these terms is to be zero for all values of the independent variables. The foregoing is the only term which involves the \( n^{th} \) power of \( r \); in order to have the equation satisfied, the coefficient of the term must vanish for every value of \( n \). Hence \( u_n \) is determined by
\[ n(n+1) u_n + \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial u_n}{\partial \mu} \right) + \frac{1}{1 - \mu^2} \frac{\partial^2 u_n}{\partial \phi^2} = 0, \]
and therefore \( r^n u_n \) is a solution of the original differential equation. The coefficients of the terms involving the differential coefficients of \( u_n \) not depend upon \( n \); and the coefficient of \( u_n \) is unaltered if for \( n \) there be substituted \(- (n+1)\); hence \( r^{-(n+1)} u_n \) is another solution of the original equation. These two solutions just obtained may be combined into one, so as to give a solution
\[ (A_n r^n + B_n r^{n+1}) u_n, \]
$A_n$ and $B_n$ being arbitrary constants. Thus the general value of $u$ is

$$u = \sum_{n=0}^{\infty} \left( A_n r^n + B_n \frac{r^n}{\mu^{n+1}} \right) u_n,$$

provided $u_n$ be determined by the equation

$$\frac{\partial}{\partial \mu} \left[ (1 - \mu^2) \frac{\partial u_n}{\partial \mu} \right] + \frac{1}{1 - \mu^2} \frac{\partial^2 u_n}{\partial \phi^2} + n(n+1) u_n = 0.$$

### 273. The general solution of this equation would give $u_n$ as a function of $\theta$ and $\phi$; consider the case in which $u_n$ is a function of $\theta$ only. The value is then determined by

$$\frac{d}{d\mu} \left[ (1 - \mu^2) \frac{d u_n}{d\mu} \right] + n(n+1) u_n = 0,$$

the independent particular integrals of which (§§ 90, 91) are $P_n(\mu)$ and $Q_n(\mu)$; the corresponding terms in $u$ are

$$\left( A_n r^n + B_n \frac{r^n}{\mu^{n+1}} \right) P_n(\mu) + \left( A_n^* r^n + B_n^* \frac{r^n}{\mu^{n+1}} \right) Q_n(\mu).$$

In most physical investigations, the term dependent upon $Q_n(\mu)$ has to be rejected; and then the general value of $u_n$ expressed as a function of $r$ and $\theta$, that is, of $x$ and $(x^2 + y^2)^{\frac{1}{2}}$, is

$$u = \sum_{n=0}^{\infty} \left[ \left( A_n r^n + B_n \frac{r^n}{\mu^{n+1}} \right) P_n(\mu) \right],$$

in which the $A_n$'s and $B_n$'s are arbitrary constants. It will be noticed that the solution formerly obtained, viz.,

$$A + \frac{B}{r},$$

is the particular case obtained, by making all these arbitrary constants zero except $A_0$ and $B_0$, and by remembering that $P_0(\mu)$ is a constant.

### 274. Consider now the general case in which $u_n$ is a function of $\theta$ and $\phi$; it may be expanded in a series of trigonometrical functions of multiples of $\phi$, the coefficients of which are functions of $\mu$. Any term of the series for $u_n$ may be denoted by

$$v_n^{(\sigma)} \cos \sigma \phi,$$

where $\nu$ is a function of $\mu$ only; and just as in the case of the separate terms in $u$ considered as involving different powers of $r$ when each such term was a solution of the equation, this will be a solution of the equation giving $u_n$. Substituting and dividing out by $\cos \sigma \phi$, we find that $v_n^{(\sigma)}$ is determined by the equation

$$\frac{d}{d\mu} \left[ (1 - \mu^2) \frac{d v_n^{(\sigma)}}{d\mu} \right] + n(n+1) v_n^{(\sigma)} = \frac{\sigma^2}{1 - \mu^2} v_n^{(\sigma)}.$$

This equation would also have been obtained by the substitution of $v_n^{(\sigma)} \sin \sigma \phi$ in the equation for $u_n$; and therefore the solution of the equation in $u_n$ is

$$\sum_{\sigma=1}^{\infty} \sum_{n=0}^{\infty} \left[ E_n \sin \sigma \phi + F_n \cos \sigma \phi \right] v_n^{(\sigma)} = 0,$$

the value $\sigma = 0$ not being here included, since it gives terms independent of $\phi$ which have already been found.

Now, by Ex. 12, Chap. V., p. 202, the solution of the equation giving $v_n^{(\sigma)}$ is

$$v_n^{(\sigma)} = (1 - \mu^2)^{\frac{\sigma}{2}} \frac{d^\sigma y_n}{d\mu^\sigma},$$

where $y_n$ is a solution of the equation when $\sigma$ is zero and thus may be either $P_n$ or $Q_n$. Hence the corresponding term in $u_n$ is

$$\left( E_n \sin \sigma \phi + F_n \cos \sigma \phi \right) (1 - \mu^2)^{\frac{\sigma}{2}} \frac{d^\sigma P_n}{d\mu^\sigma} + \left( E_n \sin \sigma \phi + F_n \cos \sigma \phi \right) (1 - \mu^2)^{\frac{\sigma}{2}} \frac{d^\sigma Q_n}{d\mu^\sigma}.$$

The term involving $Q_n$ often has to be rejected in physical investigations; the suitable value of $u_n$ then is

$$\sum_{\sigma=1}^{n} \sum_{n=0}^{\infty} (1 - \mu^2)^{\frac{\sigma}{2}} \left( E_n \sin \sigma \phi + F_n \cos \sigma \phi \right) \frac{d^\sigma P_n}{d\mu^\sigma},$$

it being obviously useless to include values of $\sigma$ higher than $n$.

The sum of any number of solutions of the original equation is
a solution; and therefore the most general value of \( u \) expressed in a series is

\[
u = A + \frac{B}{r} + \sum_{n=1}^{\infty} \left( \frac{A_n}{r^n} + \frac{B_n}{r^{n+1}} \right) P_n(\mu) + \sum_{n=1}^{\infty} \frac{1}{\mu^k} \frac{d^n P_n}{d\mu^n} \left( \frac{A_n}{r^n} + \frac{B_n}{r^{n+1}} \right) \sin \sigma \phi \\
+ \frac{A_n}{r^n} + \frac{B_n}{r^{n+1}} \cos \sigma \phi \right] .
\]

We have omitted from the foregoing general value, (i) the terms which would arise from the part of \( u \) independent of \( r \) and \( \phi \), which can easily be proved to be

\[
C \log \left\{ 1 + \frac{\mu}{1 - \mu} \right\}
\]

(ii) the term dependent upon \( \phi \) alone which obviously is \( \mathcal{M} \phi \), and

(iii) the terms usually rejected as unsuitable in physical investigations.

Any further investigations on the solution of the equation are connected either with other equivalent forms of solution or with the particular solutions obtained by a determination of the constants in accordance with imposed conditions. For them, recourse should be had to the authorities on the several subjects in applied mathematics in which this equation arises; in particular, those quoted on p. 187 will be found of great value.

Ex. 1. Solve the equation

\[
\frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} + \frac{\partial^2 u}{\partial \phi^2} = 0
\]

in series, by transforming the polar coordinates.

Ex. 2. Prove that the equation

\[
\frac{\partial^2 u}{\partial x^2} = \alpha^2 \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right)
\]

has a solution of the form

\[
u = \sum_{n=1}^{\infty} \left[ P_n(\mu) \left( A e^{-\alpha r} f_n(ikr) + B e^{\alpha r} f_n(-ikr) \right) \right],
\]

where

\[
f_n(x) = \frac{1}{2\pi} \frac{n(n+1)}{2^x} + \frac{(n-1) n(n+1)(n+2)}{2 \cdot 4 \cdot 6 \cdot 2^x} + \ldots
\]

\[
+ \frac{1 \cdot 2 \cdot 3 \ldots 2n}{2 \cdot 4 \cdot 6 \ldots 2n} r^x.
\]

Obtain a more general solution which is not independent of the spherical coordinate \( \phi \).

(Stokes.)

Ex. 3. Show that the general solution of the equation

\[
\alpha^2 \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = \frac{d^2 u}{d\phi^2}
\]

or, by transformation to plane polar coordinates, its equivalent

\[
\alpha^2 \left( \frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} + \frac{1}{r^2} \frac{\partial^2 u}{\partial \phi^2} \right) = \frac{d^2 u}{d\phi^2}
\]

can be expressed in terms of Bessel's functions as the sum of two terms of the form

\[
u = \cos \alpha k \sum_{n=0}^{\infty} \left[ A J_n(\alpha k) + B Y_n(\alpha k) \right] \cos n\phi + \left[ A' J_n(\alpha k) + B' Y_n(\alpha k) \right] \sin n\phi.
\]

**Amphère's Method for Equations of the Second Order.**

275. The methods, given in §§ 238—252 for the construction of a primitive of a given equation of the second order, have proceeded upon the supposition that an intermediate integral exists; and they have been directed towards the construction of that intermediate integral. Usually, however, the supposition is not justified: that is to say, an equation must satisfy conditions in order that an intermediate integral may exist. Thus the coefficients \( R, S, T, U, V \), in the equation

\[
Ir + 2Ss + Tt + U(\tau t - \sigma) = V,
\]

must (§ 239) satisfy two conditions in order that an intermediate integral may exist. An equation of the second order, which is not of this form, may or may not possess an intermediate integral; at present, the discrimination can be made only by the process of §§ 251, 252, or by some similar process. In every case where there is no intermediate integral, the various methods are ineffective.
Other methods suggested are somewhat of a tentative character; the most general, in its bearing, is the method associated with the name of Ampère. We proceed to give a brief outline of it in its application to equations, which possess a primitive of a specified type of a fairly general character.

276. In the various examples which have been considered, we have seen that the primitive involves two arbitrary functions in its expression. This character is not restricted to equations which have an intermediate integral; thus it is easy to prove that the equation

\[ r - t = 2n \frac{p}{x}, \]

where \( n \) is a positive integer, possesses no intermediate integral, and to verify that its primitive is

\[ z = n \sum_{m=0}^{n} (-1)^m \frac{n!}{m! 2n-m!} \phi^{(m)}(x-y) + \psi^{(m)}(x+y), \]

where \( \phi \) and \( \psi \) denote arbitrary functions of their arguments. Moreover, it is a consequence of Cauchy's general theorem as to the existence of an integral of a partial equation of any order, that the number of independent arbitrary functions involved in the primitive is equal to the order of the equation; so that, for our case in general, the primitive will contain two arbitrary functions.

Accordingly, we consider equations which have a primitive involving explicitly two arbitrary functions, free from all operations of quadrature; and we shall allow the primitive to contain derivatives of these up to any finite order. Thus the preceding equation

\[ r - t = 2n \frac{p}{x}, \]

would be admitted; but we should exclude the equation

\[ r - t + \frac{4p}{x+y} = 0, \]

because its primitive, which can be expressed either by

\[ (x+y)z + e^{x+y} F(x+y) + e^{x+y} \int e^{-x} f(2y-x) dy = 0, \]

(where, after integration, \( x+y \) is to be substituted for \( y \), or by

\[ z + e^{x+y} G(x+y) = g(y-x) + (x+y) g'(y-x) + (x+y)^2 g''(y-x) + \ldots, \]

is not of the specified form.

Each of the arbitrary functions in the primitive has its argument; the two arguments may be the same or may be different, according to the equation. Let \( a \) denote the sole argument when there is only one, and one of the arguments when they differ.

277. Now change the independent variables, choosing \( a \) as one of them and temporarily keeping \( x \) as the other*; and denote the changed partial derivation with respect to \( x \) and \( a \) by \( \frac{\partial}{\partial x} \) and \( \frac{\partial}{\partial a} \). For any function \( u \), we have

\[ \frac{\partial u}{\partial x} \frac{\partial}{\partial x} + \frac{\partial u}{\partial a} \frac{\partial}{\partial a} = \frac{\partial u}{\partial x} \frac{\partial}{\partial x} + \frac{\partial u}{\partial a} \frac{\partial}{\partial a}, \]

so that

\[ \frac{\partial u}{\partial x} \frac{\partial}{\partial x} + \frac{\partial u}{\partial y} \frac{\partial}{\partial y} = \frac{\partial u}{\partial a} \frac{\partial}{\partial a} \frac{\partial}{\partial a} \frac{\partial}{\partial a}. \]

Denoting \( \frac{\partial u}{\partial x} \) by \( u' \), for all functions \( u \), when \( a \) is the other independent variable, we have

\[ u' = p + qy', \quad \frac{\partial u}{\partial x} = \frac{\partial u}{\partial a}, \]

\[ p' = r + sy', \quad \frac{\partial p}{\partial x} = \frac{\partial p}{\partial a}, \]

\[ q' = s + ty', \quad \frac{\partial q}{\partial x} = \frac{\partial q}{\partial a}. \]

* If the subsequently obtained subsidiary equations prove inconsistent with one another, then we should take \( x \) and \( y \) as the temporary set of independent variables.
and therefore, when we retain the relation
\[ \frac{\delta q}{\delta \alpha} = t \frac{\delta y}{\delta \alpha} \]
as defining \( t \), we have
\[ s = q' - ty', \]
\[ r = p' - q'y' + ty'^2. \]
Let these values of \( r \) and \( s \) be substituted in the equation
\[ f(s, y, z, p, q, r, s, t) = 0, \]
which will be assumed to be polynomial in the derivatives \( r, s, t \); and denote the result of the substitution in this equation by
\[ f_0 + tf_1 + tf_2 + \ldots + tf_n = 0, \]
where the quantities \( f_0, f_1, f_2, \ldots, f_n \), involve \( x, y, z, p, q, y', p', q' \), together with \( z' \) as given by
\[ z' = p + qy'. \]
In the primitive of the equation, the number of derivatives of the arbitrary function of \( \alpha \) is finite; let the number be \( m \). Then the number of derivatives of that arbitrary function, which occur in \( p \) or in \( q \) or in both, is \( m + 1 \).

When \( x \) and \( z \) are made the independent variables, so that we take \( x \) as non-varying when we form \( p' \) and \( q' \); these quantities \( p' \) and \( q' \) still will involve derivatives of the arbitrary function of order no higher than \( m + 1 \). But the operation \( \frac{\delta}{\delta \alpha} \) does affect those derivatives; and therefore \( \frac{\delta q}{\delta \alpha} \) will contain the derivative of the arbitrary function, which is of order \( m + 2 \); that is, the quantity \( t \) will involve this derivative of the arbitrary function, of order higher than the derivatives which can occur in \( f_0, f_1, \ldots, f_n \).

The differential equation, in any form, and therefore in the form
\[ f_0 + tf_1 + tf_2 + \ldots + tf_n = 0, \]
has to be satisfied in connection with the primitive; and \( t \) contains a derivative of the arbitrary function of order higher than any which occurs in the primitive or in \( f_0, f_1, \ldots, f_n \). Hence the coefficient of the highest power of \( t \) must vanish; and so on, in the complete succession of the decreasing powers of \( t \). Thus we have
\[ f_0 = 0, f_{n-1} = 0, \ldots, f_i = 0, f_0 = 0. \]
These equations involve \( x, y, z, p, q, x', y', p', q' \); there is also the equation
\[ z' = p + qy'; \]
and there is no derivative with respect to \( \alpha \). Consequently, these deduced equations are formally a system of ordinary equations for the determination of \( x, p, q, y, \) in terms of \( x, \) the arbitrary elements in their set of integrals being functions of \( \alpha \) as arbitrary as we please. As we have a permanent equation \( z' = p + qy' \), which must be associated with every equation to be solved, it follows that we cannot have more than three algebraically independent equations equivalent to the set
\[ f_0 = 0, f_{n-1} = 0, \ldots, f_i = 0, f_0 = 0. \]

278. Accordingly, we resolve these equations, so as to have their simplest equivalents. If there is only one resulting set, we associate it with the argument \( x \) which temporarily is non-varying. If there are two resulting distinct sets, we associate them with arguments \( \alpha \) and \( \beta \) respectively. If there are more than two resulting sets, we infer that the propounded equation of the second order does not possess a primitive of the specified type.

When there is one set of equations, we require integrals of the set. The arbitrary element in one such integral can, without loss of generality, be made equal to \( x \); and then the arbitrary elements in other integrals are made arbitrary functions of \( \alpha \).

When there are two sets of equations, it is desirable to have at least one integral of each set. For an integral of the one set, we make the arbitrary element equal to \( \alpha \); for an integral of the other set, we make it equal to \( \beta \). We then make \( \alpha \) and \( \beta \) to be the independent variables for the whole of the two sets of equations; the modified equations are to be treated as a system of equations, expressing \( x, y, z, p, q, \) in terms of \( \alpha \) and \( \beta \). The equations, which
express \( x, y, z \) in terms of \( \alpha \) and \( \beta \), constitute (either explicitly or implicitly) the primitive of the differential equation.

Some examples will illustrate the detailed process of the method.

**Ex. 1.** Required a primitive of the equation
\[ s t + x (r t - s)^2 = 0. \]
Following the process in the text, we take
\[ s = q' - t y', \quad r = p' - q'y' + t y'^2; \]
and we make the resulting equation evanescent as an equation in \( t \). Thus we find
\[ x y'^2 = 0, \]
\[ q' - 2 x y'^2 (y' + q'y') = 0, \]
\[ -y' + x (y' + q'y') = 0. \]
Consequently, we have
\[ q' = 0, \quad x y'^2 - y' = 0, \]
a single system of two not inconsistent equations.

As \( q' = 0 \), that is, \( \frac{\partial q}{\partial x} = 0 \), we have
\[ q = \text{any function of} \ a \ \text{alone} = \phi'(a), \]
where \( \phi \) is an arbitrary function. Also (p. 535)
\[ \frac{\partial p}{\partial a} + y \frac{\partial q}{\partial a} = (s + t y') \frac{\partial y}{\partial a} + \frac{\partial y}{\partial z} = 0; \]
and therefore, by the equation \( x y'^2 - y' = 0 \), we have
\[ \frac{\partial p}{\partial a} + x (\frac{\partial y}{\partial x})^2 \phi''(a) = 0, \]
an equation of the first order for \( p \). Its complete integral is
\[ p = l + k x^\theta - l^\theta \phi'(a), \]
where \( k \) and \( l \) are arbitrary constants; and so
\[ y' = x y'^2 = l^\theta, \]
whence
\[ y = l^\theta x + \theta(a), \]
where \( \theta \) is an arbitrary constant, that is, \( a \) is an arbitrary function of \( y - l^\theta x \).

Further,
\[ \frac{\partial s}{\partial a} = q \frac{\partial y}{\partial a} = \phi'(a) \theta'(a), \]
\[ \frac{\partial s}{\partial x} = p + q' y' = 2 k x^\frac{2}{3} + \theta, \]
on substitution; hence
\[ z = l x + \frac{4}{3} k x^\frac{2}{3} + \theta, \]
where \( F \) is an arbitrary function, while \( k \) and \( l \) are arbitrary constants.

We have taken the complete integral of
\[ \frac{\partial y}{\partial a} + x \left( \frac{\partial y}{\partial x} \right)^2 \phi''(a) = 0. \]
When we take its general integral, the second arbitrary function arises for occurrence in the final primitive.

**Ex. 2.** Required a primitive of the equation
\[ (1 + q^3) r - 2 p q y + (1 + p^2) t = 0. \]
(It is the equation of minimal surfaces; and it expresses the property that the principal radii of curvature are equal and opposite.)

Using the equations
\[ s = q' - t y', \quad r = p' - q'y' + t y'^2, \]
as before, we find
\[ (1 + q^3) y'^2 + 2 p q y'^2 + 1 + p^2 = 0, \]
\[ (1 + q^2) (y' - q'y') - 2 p q y'^2 = 0, \]
together with
\[ z' - p - q' y = 0. \]
Let \( w \) denote \( (1 + p^3 + q^3)^\frac{1}{3} \); the first of these equations gives
\[ (1 + q^3) y' + p q y = \pm i w. \]
We thus have two sets of equations, viz.
\[ \begin{align*}
  y' + p q - i w & = 0, \\
  y'' + p q + i w & = 0 \\
  y' - p q + i w & = 0, \\
  y'' - p q - i w & = 0 \\
  z' - p + i q w & = 0, \\
  z'' - p - i q w & = 0.
\end{align*} \]
For the first set, we denote the non-varying argument by \( a \); for the second, we denote it by \( \beta \); while \( y' = \frac{\partial y}{\partial x} \) when \( a \) is constant, \( y'' = \frac{\partial y}{\partial x} \) when \( \beta \) is constant, and so for \( p', q', z', p'', q'', z'' \).

The second equation in the first set of ordinary equations may be written
\[ \frac{d p}{d q} = p q + i w. \]
It is easily seen to be a Clairaut equation of the first order; and its primitive is
\[ pq + i\alpha = \text{constant}. \]
After the explanations in the text, we can take
\[ \frac{pq + i\alpha}{1 + \beta^2} = \alpha. \]
Similarly, an integral of the second set is given by
\[ \frac{pq - i\alpha}{1 + \beta^2} = \beta. \]
We now proceed to make \( a \) and \( \beta \) the independent variables. In the first set of equations, \( y \) is a function of \( x \) and \( a \); thus it comes to be a function of \( \beta \) and \( a \), through the expression of \( x \) in terms of \( \beta \) and \( a \), and therefore
\[ \frac{\partial y}{\partial \beta} = \frac{\partial x}{\partial \beta} \frac{\partial \beta}{\partial a} = a \frac{\partial x}{\partial a}. \]
Similarly, in the second set, \( y \) is a function of \( x \) and \( \beta \); thus it comes to be a function of \( a \) and \( \beta \), through the expression of \( x \) in terms of \( \beta \) and \( a \), and therefore
\[ \frac{\partial y}{\partial a} = y \frac{\partial x}{\partial a} - a \frac{\partial x}{\partial a}. \]
Consequently
\[ \frac{\partial}{\partial a} \left( \frac{\partial x}{\partial \beta} \right) = - \frac{\partial y}{\partial \beta} = \frac{\partial}{\partial \beta} \left( a \frac{\partial x}{\partial a} \right), \]
and therefore
\[ \frac{\partial x}{\partial \beta} = 0, \]
so that
\[ x = \phi'(a) + \psi'(\beta), \]
where \( \phi \) and \( \psi \) are arbitrary functions. Then
\[ dy = \frac{\partial y}{\partial a} da + \frac{\partial y}{\partial \beta} d\beta = - \alpha \phi''(a) da - \beta \psi''(\beta) d\beta; \]
hence
\[ y = \phi(a) - \alpha \phi'(a) + \psi(\beta) - \beta \psi'(\beta). \]
Finally, we have
\[ dz = \left( \frac{\partial x}{\partial a} + \frac{\partial y}{\partial a} \right) da + \left( \frac{\partial x}{\partial \beta} + \frac{\partial y}{\partial \beta} \right) d\beta = \left( p - \beta q \right) \psi''(a) da + \left( p - \beta q \right) \psi''(\beta) d\beta. \]
But
\[ p - \beta q = i(1 + \alpha^2), \quad p - \beta q = i(1 + \beta^2). \]
and therefore
\[ z = i \int \left( 1 + \alpha^2 \right) \psi''(a) da + i \int \left( 1 + \beta^2 \right) \psi''(\beta) d\beta. \]
The three expressions for \( x, y, z \), when combined, constitute the primitive of the equation as constructed by Ampère and Legendre.

When \( (\alpha \) is permissible, without loss of generality) we change the variables \( a \) and \( \beta \) to \( u \) and \( v \), by the equations
\[ a = i \frac{\alpha^2 + 1}{\beta^2 - 1}, \quad \beta = - i \frac{\alpha^2 + 1}{\alpha^2 - 1}, \]
and we change the arbitrary functions by the relations
\[ \phi'(a) = (1 - \alpha^2) V''' + 2\alpha V'' - 2V', \quad \psi'(\beta) = (1 - \beta^2) U''' + 2\beta U'' - 2U, \]
where \( U \) and \( V \) are arbitrary functions of \( u \) and of \( v \) respectively, we find
\[ x = 2u V'' + 2\alpha V'' - 2V + \left( 1 - \alpha^2 \right) U'' + 2\alpha U'' - 2U, \]
\[ y = i \left( (1 + \alpha^2) V'' + 2\alpha V'' + 2V \right) - i \left( (1 + \alpha^2) U'' - 2\alpha U'' + 2U \right), \]
\[ z = 2u V'' - 2V + 2\alpha U'' - 2U \]
These equations, expressing \( x, y, z \), in terms of two parameters \( u \) and \( v \), and of two arbitrary \( U \) and \( V \) functions of those parameters respectively, constitute a primitive of the equation. The primitive, in this form, is Weierstrass's set of equations for a minimal surface.

Note. For the developed inferences from this equation as made by Weierstrass, Schwarz, and others, reference may be made to the author's Lectures on Differential Geometry, chapter VIII. Above all, as regards these inferences, Darboux's Théorie générale des surfaces, vol. I, book III, should be consulted.

Ex. 3. Obtain the primitive of the equation
\[ (x - \mu t) = \eta t \]
in the form
\[ x = \frac{1}{a} \psi'(\beta) + \psi'''(a), \]
\[ y = a \psi''(\beta) + a^2 \psi'''(a) + 2a \psi''(a) - 2 \psi''(a), \]
\[ z = \frac{1}{a} \left( 2a - a^2 \right) \psi'(\beta) - \frac{1}{2} \psi(\beta) + a \psi''(a) - 4a^2 \psi'\psi'' - 12a^3 \psi''(a) - 24a \psi''(a). \]

Ex. 4. Show that, when the equation in Ex. 3 is resolved into two equations which are linear in \( r \) and \( t \), each of these equations has an intermediate integral; and obtain these integrals.
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Ex. 5. Show that the primitive of the equation

\[ qr + (xy - p) r = xqt = 0 \]

can be represented in the form

\[ x = \varphi'(a) + \varphi'(p) \]

\[ y = a\varphi'(a) - \varphi(a) + x\varphi'(p) - \varphi'(p) \]

Ex. 6. Integrate the equations:

(i) \( (q + y) (r + 1) = x (y - p - x) \);

(ii) \( 2pqy^2 + (p^2 - x) x + xpt = p^2 q (r - s^2 + xy) \);

(iii) \( (p - q)(1 + y^2) r + (1 + q^2) y^2 - (1 + p^2) x^2 ) = 0 \.

IMSCHEMENTSKY'S GENERALISATION OF A LIMITED PRIMITIVES.

279. It may be added that, when an equation (such as

\[ Br + 2Bs + Tt + U (r - s^2) = V \]

or any other equation) possesses an intermediate integral, the
analysis connected with Ampère's method is somewhat simplified.
In actual practice, difficulty may arise in developing the method
beyond the stage of constructing an intermediate integral or two
independent intermediate integrals.

In that case, we proceed as before from the single intermediate
integral (by Charpit's method) or from the combination of the two
intermediate integrals (as in § 245) to the general integral of
the equation; and this integral will usually involve either two
arbitrary functions or three arbitrary constants. But it is not the
most general integral possible. For if we had an original integral
equation of the form

\[ \Phi (x, y, z, a_1, a_2, a_3, a_4, a_5) = 0 \]

and obtained therefrom five other equations giving the values of
\( p, q, r, s, t \) we could between the six resulting equations eliminate
the five constants \( a \) and have a differential equation of the second
order; and, according to the form of \( \Phi \), the degree of this equation
would vary. Conversely, in the integral, which is most general so
far as the number of arbitrary constants that enter is concerned,
we might expect more than three constants. But \( a = 0 \) will not
necessarily be the most general integral; the only inference to be
made is that the equation containing three arbitrary constants is
not the most general integral.

The integral can be replaced however by one which is more
general; the method of obtaining this, due to Imschenetsky, is
similar to that employed by Lagrange for partial differential
equations of the first order—viz., variation of the constants. The
method will be sufficiently illustrated by considering an integral of
the equation

\[ Br + 2Bs - Tt + U (r - s^2) = V. \]

280. Let the integral obtained by any of the foregoing methods
be represented by

\[ z = f(x, y, a, b, c) \]

To obtain the general integral, we shall suppose \( c \) to be changed
into a function of \( a \) and \( b \) the value of which is, as yet, undeter-
determined; and we then consider \( a \) and \( b \) to be functions of \( x \) and \( y \)
such that \( p \) and \( q \) preserve the same forms as when \( a, b, c \) are
constants. Denoting

\[ \frac{df}{da} + \frac{df}{db} \]

respectively by \( \frac{df}{da} \) and \( \frac{df}{db} \), we have

\[ \frac{\partial z}{\partial x} = p + \frac{df}{dx} + \frac{df}{dx}, \]

\[ \frac{\partial z}{\partial y} = q + \frac{df}{dy} + \frac{df}{dy}; \]

and therefore, since \( \frac{\partial z}{\partial x} = p \) and \( \frac{\partial z}{\partial y} = q \), we have

\[ \frac{df}{da} + \frac{df}{db} = 0, \]

\[ \frac{df}{da} + \frac{df}{db} = 0, \]

\[ \frac{df}{da} + \frac{df}{db} = 0, \]

which will be satisfied if we write

\[ \frac{df}{da} = 0 = \frac{df}{db}. \]
The second differential coefficients are
\[
\frac{\partial z}{\partial x^2} = r + \frac{dp}{da} \frac{\partial a}{\partial x} + \frac{dp}{db} \frac{\partial b}{\partial x} = r + k;
\]
\[
\frac{\partial z}{\partial x \partial y} = s + \frac{dp}{da} \frac{\partial a}{\partial y} + \frac{dp}{db} \frac{\partial b}{\partial y} = s + \frac{dq}{da} \frac{\partial a}{\partial x} + \frac{dq}{db} \frac{\partial b}{\partial x} = s + k;
\]
\[
\frac{\partial^2 z}{\partial y^2} = t + \frac{dq}{da} \frac{\partial a}{\partial y} + \frac{dq}{db} \frac{\partial b}{\partial y} = t + k.
\]

But since \( \frac{df}{da} \) is identically zero when we suppose \( a \) and \( b \) replaced by their values in terms of \( x \) and \( y \), we have
\[
\frac{\partial}{\partial x} \left( \frac{df}{da} \right) + \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial x \partial y} \frac{\partial a}{\partial y} + \frac{\partial^2 f}{\partial y^2} \frac{\partial b}{\partial y} = 0;
\]
and
\[
\frac{\partial}{\partial y} \left( \frac{df}{da} \right) = \frac{\partial}{\partial x} \left( \frac{df}{da} \right) = \frac{dp}{da},
\]
so that
\[
\frac{dp}{da} \frac{\partial a}{\partial x} + \frac{dp}{db} \frac{\partial b}{\partial x} = 0.
\]
Similarly
\[
\frac{dp}{da} \frac{\partial a}{\partial y} + \frac{dp}{db} \frac{\partial b}{\partial y} = 0;
\]
\[
\frac{dp}{db} \frac{\partial b}{\partial x} + \frac{dp}{db} \frac{\partial b}{\partial y} = 0;
\]
\[
\frac{dq}{db} \frac{\partial b}{\partial x} + \frac{dq}{db} \frac{\partial b}{\partial y} = 0.
\]

These equations satisfy the condition
\[
k = \frac{dp}{da} \frac{\partial a}{\partial y} + \frac{dp}{db} \frac{\partial b}{\partial y} = \frac{dq}{da} \frac{\partial a}{\partial x} + \frac{dq}{db} \frac{\partial b}{\partial x},
\]
and from them there can be obtained the expressions
\[
\Lambda = \frac{\partial^2 f}{\partial x^2} \left( \frac{dp}{da} \right)^2 - 2 \frac{\partial^2 f}{\partial x \partial y} \frac{dp}{da} \frac{dp}{db} + \frac{\partial^2 f}{\partial y^2} \left( \frac{dp}{db} \right)^2;
\]
\[
\Lambda = \frac{\partial^2 f}{\partial x^2} \left( \frac{dq}{da} \right)^2 - 2 \frac{\partial^2 f}{\partial x \partial y} \frac{dq}{da} \frac{dq}{db} + \frac{\partial^2 f}{\partial y^2} \left( \frac{dq}{db} \right)^2;
\]
\[
\Lambda = \frac{\partial^2 f}{\partial x^2} \frac{dp}{da} \frac{dq}{db} - \frac{\partial^2 f}{\partial x \partial y} \frac{dp}{da} \frac{dp}{db} + \frac{\partial^2 f}{\partial y^2} \frac{dp}{db} \frac{dq}{da};
\]
\[
\Lambda = \frac{\partial^2 f}{\partial x^2} \frac{dp}{da} \frac{dq}{db} - \frac{\partial^2 f}{\partial x \partial y} \frac{dp}{da} \frac{dp}{db} + \frac{\partial^2 f}{\partial y^2} \frac{dp}{db} \frac{dq}{da}.
\]

where
\[
\Delta = \left( \frac{\partial^2 f}{\partial a \partial b} \right)^3 - \frac{\partial^2 f}{\partial a \partial b} \frac{\partial^2 f}{\partial a \partial b} \frac{\partial^2 f}{\partial b \partial b}.
\]

But with the modified forms of \( a, b, c \), the equation
\[
z = f(x, y, a, b, c)
\]
is still to provide a solution of the equation
\[
R \frac{\partial z}{\partial x^2} + 2S \frac{\partial z}{\partial x \partial y} + T \frac{\partial^2 z}{\partial y^2} + U \left( \frac{\partial z}{\partial x} \frac{\partial z}{\partial y} \left( \frac{\partial^2 z}{\partial x \partial y} \right)^2 \right) = V.
\]
The coefficients of the second differential coefficients are unaltered in form, since we have retained the forms of the first differential coefficients; and therefore \( R, S, T, U, V \), remain unmodified.

Substituting now in this equation the values of \( \frac{\partial^2 z}{\partial x^2}, \frac{\partial^2 z}{\partial x \partial y}, \frac{\partial^2 z}{\partial y^2} \), and remembering that the differential equation is satisfied when \( h, k, l \) are zero, we find that it takes the form
\[
(R + Ut) \frac{dp}{da} + 2(S - Us) \frac{dp}{db} + (T + Ur) \frac{dq}{da} = 0,
\]
where the quantities \( r, s, t \), which explicitly occur, and the quantities \( p, q, z \), which implicitly occur, are to be replaced by their respective values derived from the integral
\[
z = f(x, y, a, b, c),
\]
in which \( a, b, c \), are considered constants. We must now substitute the expressions found for \( h, k, l \); then the equation, after some reductions, is found to be of the form
\[
R \frac{\partial f}{\partial a} - 2S \frac{\partial f}{\partial b} + T \frac{\partial f}{\partial b} = V_1,
\]
where
\[
R_1 = (R + Ut) \frac{dp}{da} + 2(S - Us) \frac{dp}{db} + (T + Ur) \frac{dq}{da} \frac{dq}{da},
\]
\[
T_1 = (R + Ut) \frac{dp}{da} + 2(S - Us) \frac{dp}{db} + (T + Ur) \frac{dq}{da},
\]
\[
S_1 = (R + Ut) \frac{dp}{da} + (S - Us) \frac{dp}{db} + (T + Ur) \frac{dq}{da} + \frac{dp}{db},
\]
\[
V_1 = U \left( \frac{dp}{da} \frac{dq}{db} \right)^3.
\]
In all these coefficients, the quantities $x, p, q, r, s, t$ are to be replaced by their values in terms of $x$ and $y$ as derived from the given integral equation.

This differential equation is linear in the second differential coefficients of $f$ with regard to $a$ and $b$; it is, moreover, the equation which is to determine the value of $c$ as a function of $a$ and $b$. Now

$$\frac{df}{da} = \frac{\partial f}{\partial a} + \frac{\partial f}{\partial c} \frac{dc}{da} + \frac{\partial f}{\partial b} \frac{db}{da},$$

and also for the other coefficients; when these are substituted for $\frac{df}{da}, \frac{df}{db}, \frac{df}{db}, \frac{df}{db}$, the resulting equation is linear in the second differential coefficients of $c$ with regard to $a$ and $b$, and the quantities multiplying these are functions of $x, y, a, b, c, \frac{dc}{da}, \frac{dc}{db}$.

But we also have

$$\frac{df}{da} = 0 = \frac{df}{db},$$

from which the values of $x$ and $y$ can be found as functions of $a, b, c, \frac{dc}{da}, \frac{dc}{db}$; and these, when substituted, will make the equation one which involves only the quantities $a, b, c$, and the differential coefficients of $c$. This equation is found to be of the form

$$A \frac{\partial c}{\partial a} + 2C \frac{\partial c}{\partial c} \frac{dc}{da} + B \frac{\partial c}{\partial b} = F,$$

where $A, B, C, F$, are functions of $a, b, c, \frac{dc}{da}, \frac{dc}{db}$.

Now it may not be possible to integrate directly the original differential equation, while it may be possible to obtain, almost by inspection, a particular solution which involves three arbitrary constants; or it may be possible to derive such an integral not obtainable merely by inspection. In either case, such particular integral can be generalised provided the solution of the new equation satisfied by $c$ can be obtained; and if this solution be represented by

$$\theta (a, b, c) = 0,$$

then the new integral of the original equation is obtained from

$$\begin{align*}
\frac{df}{da} &= \frac{\partial f}{\partial a} + \frac{\partial f}{\partial c} \frac{dc}{da} + \frac{\partial f}{\partial b} \frac{db}{da}, \\
\frac{df}{db} &= \frac{\partial f}{\partial b} \frac{db}{da},
\end{align*}$$

by eliminating $a, b, c$, between them.

Ex. 1. Integrate the equation

$$r + 2(q - x) + (q - x)^2 t = q.$$

Here $R=1, S=q-x, T=(q-x)^2, U=0, V=q$; thus $G=0$, and the equations determining $W$ are only a single pair, viz.

$$\begin{align*}
0 &= \frac{\partial W}{\partial x} - (q - x) \frac{\partial W}{\partial q}, \\
0 &= \frac{\partial W}{\partial y} + (q - x) \frac{\partial W}{\partial q} + (p + q - x) \frac{\partial W}{\partial z} + q \frac{\partial W}{\partial q}.
\end{align*}$$

We proceed as in §§ 232—235. We denote the equations by

$$0 = P_1 - (q - x) P, \\
0 = P_2 = X + (q - x) Y + (p + q - x) Z + q P.$$

As a condition that these equations may coexist, we must have

$$0 = (P_1, P_2) = -qZ - Y.$$

Hence we write

$$0 = P_3 = -qZ - Y;$$

then

$$(P_3, P_4) = 0; \quad (P_1, P_4) = Z;$$

and so we take

$$0 = P_4 = Z,$$

and then

$$0 = (P_1, P_2) = -P_3, P_4).$$

Hence $Y = 0 = Z; \quad X + q P = 0; \quad Q - (q - x) P = 0$; substituting in

$$0 = P dp + Q dq + X ds + Z dt + Y dy,$$

we obtain

$$0 = P(dp - q dx + q dq - x dq),$$

and therefore we may write as the intermediate integral

$$W = p + q x^2 - xq + a = 0.$$
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To obtain the complete integral of this equation, we apply Charpit's method; we must obtain an integral of
\[ \frac{dx}{-1} = \frac{dy}{-q+x} = \frac{dp}{-q} = \frac{dq}{0}. \]

One is given by \( q = \beta \); and therefore
\[ p = -a + \beta x \cdot (x - \beta). \]

These values, substituted in
\[ s = p dx + q dy, \]
lead to the integral
\[ z = \beta y + \frac{1}{2} \beta x (x - \beta) - ax - c, \]
which contains three arbitrary constants.

To obtain the modified integral (§ 280), we write this
\[ z = f = - ax + \beta y + \frac{1}{2} \beta x (x - \beta) - c, \]
considering \( c \) as a function of \( a \) and \( \beta \). Then we have
\[ 0 = \frac{df}{da} = - 2c; \]
\[ 0 = \frac{df}{d\beta} = y + \frac{1}{2} \beta x - \beta x - \frac{dc}{d\beta}; \]
\[ p = - a + \beta x - \frac{1}{2} \beta^2; \quad r = \beta; \quad q = \beta; \quad s = 0; \quad t = 1; \]
\[ \frac{df}{da} = 0 = \frac{df}{d\beta} = 0 = \frac{df}{d\beta} = \frac{df}{d\beta} = \frac{df}{d\beta} = - x; \]
\[ \frac{dc}{d\beta} = - 1; \quad \frac{dc}{dc} = 0; \quad \frac{dc}{dc} = 0 = \frac{dc}{dc} = \frac{dc}{dc}; \quad \frac{dc}{dc} = \frac{dc}{dc} = \frac{dc}{dc} = 0 = \frac{dc}{dc} = \frac{dc}{dc} = \frac{dc}{dc}. \]

Hence \( a_1 = 0; \quad T_1 = 1; \quad S_1 = 0; \quad V_1 = 0; \) and the equation in \( f \) is
\[ \frac{df}{d\beta} = 0, \]
or, on substitution in terms of \( c, \)
\[ - x - \frac{dc}{d\beta} = 0, \]
or finally
\[ \frac{dc}{d\beta} = 0 = \frac{dc}{d\beta}. \]

But, by § 270, an integral of this equation is
\[ c = \int_{-\infty}^{\infty} e^{-\lambda z} f (a + 2\lambda x^2) d\lambda; \]
and therefore an integral of the original equation is given by the elimination of \( a \) and \( \beta \) between
\[ z = \beta y + ax + \frac{1}{2} \beta x (x - \beta) - \int_{-\infty}^{\infty} e^{-\lambda z} f (a + 2\lambda x^2) d\lambda, \]
\[ 0 = ax^3 + \int_{-\infty}^{\infty} \lambda e^{-\lambda z} f' (a + 2\lambda x^2) d\lambda, \]
\[ 0 = y^2 - \frac{1}{2} \beta x - \int_{-\infty}^{\infty} e^{-\lambda z} f' (a + 2\lambda x^2) d\lambda. \]

When the definite integral is integrated by parts, the second of these equations may be replaced by
\[ 0 = x - \int_{-\infty}^{\infty} e^{-\lambda z} f'' (a + 2\lambda x^2) d\lambda. \]

**Ex. 2.** Integrate the equations:

(i) \( r - t = \frac{2p}{x} \);
(ii) \( x^2 + 2x y + 2x = 0 \);
(iii) \( (x + y)^2 + 2 (x - y) (y + p) t + 2 (x + y) (y + p) t = 0 \);
(iv) \( x_2 + 2x y + (x - y) t = 2x \);
(v) \( r + 2s + (y - x) t = y \);
(vi) \( x^2 - 4x^2 y + 4x t + 2x^3 p = 0 \);
(vii) \( r + 2s + q^2 t = b t \);
(viii) \( 2p + t - p = 0. \)

(Ampère and Imchenetskik.)

A fuller discussion is contained in the valuable memoir by Imchenetskik, *Gruner's Archiv der Mathematik und Physik*, t. LIV.

**MISCELLANEOUS EXAMPLES.**

1. Prove that the integral of the equation
\[ (x + y) (r - t + 4p) = 0, \]
as given by Monge's method, is
\[ x(x + y) s + e^{2x + y} F (x + y) = e^{2x + y} \int e^{-a} f (2y - e) dgy, \]
where \( y + x \) is to be substituted for \( x \) after integration, and \( f \) and \( F \) denote arbitrary functions.

Hence solve the equation
\[ (p + q) (r - t) = 4x (rt - \delta^2). \]

2. Solve by Monge's method the equations:

(i) \( q (1 + q) r + (p + q + 2pq) s + p (1 + p) t = 0 \);
(ii) \( (1 + 2p + q^2) r + s (q^2 - p^2) - (1 + p + q^2) t = 0 \);
(iii) \( (r - t) x y - s (x^2 - y^2) = q x - p y \);
(iv) \( x^2 r - y^2 t = 2p - 2q \);
(v) \( r - 2a + t = x + \phi (x + y) \);
(vi) \( (r - e) x = (t - e) y \);
(vii) \( x^2 r - y^2 t - 2xy + e + g = 0 \);
(viii) \( (r - e) y + (s - t) x + q - p = 0 \);
(ix) \( x^2 + (y - x) s - y^2 = q - p \).

3. Solve the equation \( r + t = 2s \); and determine the arbitrary functions by the conditions, that \( 2s = y^2 \) when \( x = 0 \) and \( xz = x^2 \) when \( y = 0 \).

4. Integrate the equation

\[
\frac{r}{x^2} - \frac{t}{y^2} = \frac{p}{x} - \frac{q}{y} ;
\]

and obtain a first integral of the equation

\[
yq \left( \frac{q}{x} - \frac{1}{y} \right) - 2x \frac{dx}{z} + ty \left( \frac{t}{x} - \frac{1}{y} \right) + rz - s^2 + \frac{pq}{xy} \left( 1 - \frac{px + qy}{z} \right) = 0.
\]

5. Investigate a solution of the equation

\[
rt - s^2 = 0 ;
\]

subject to the condition \( q^2 = s^2 (1 + p^2) \), in the form

\[
x = ay + \frac{(a^2 - x^2)^{1/2}}{x} + a \log \frac{a - (a^2 - x^2)^{1/2}}{x}.
\]

6. Integrate the equation

\[
(1 + p^2) t - 2qxt + (1 + q^2) r = 0 ,
\]

having given that \( px - qy = 0 \); and show that a particular solution is

\[
(x^2 + y^2)^{1/2} = c \cos \frac{z}{x}.
\]

7. Solve the equations:

(i) \( e^{2s} (r - p) = e^{2t} (t - q) \);
(ii) \( qyt = px + pyq \);
(iii) \( x^2 + y^2 + 2xy = 0 \);
(iv) \( x^2 + 2y = x + p = 4x \);
(v) \( 2ex - 2xt + 3p = 0 \);
(vi) \( t - x^2 = 2p \).

8. Prove that the only real solution of the simultaneous equations

\[
\begin{align*}
\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} &= 0, \\
\left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 &= 1,
\end{align*}
\]

is

\[
x = \cos a + y \sin a + \beta.
\]

9. Prove that the only real solutions which simultaneously satisfy the equations

\[
\begin{align*}
\frac{r + t = 2a}{s^2 - rt = b^2},
\end{align*}
\]

are comprised in

\[
z = \frac{1}{c} (a + c \cos a) + c \sin a + \frac{1}{2} (a - c \cos a) + \beta x + y \beta + \delta, \]

where \( \alpha = a^2 + b^2 \), and \( \alpha, \beta, \gamma, \delta \), are arbitrary parameters.

10. Obtain an intermediate integral of

\[
pq = s (1 + p^2) ;
\]

and shew that its general integral is obtained by eliminating \( s \) between the equations

\[
\begin{align*}
\phi (a) - ax - (1 + a^2)^{1/2} f (y) &= 0, \\
\phi (a) + x + (1 + a^2)^{-1/2} f (y) &= 0,
\end{align*}
\]

where \( \phi \) and \( f \) denote arbitrary functions.

(Sorret, and Graindorge.)

11. Integrate the equations:

(i) \( x^2 + y + x^2 + \frac{2}{3} y = 0 \);
(ii) \( (xy + y^2) (rt - s^2) + q^2 r - \frac{2}{3} px + p s t = 0 \);
(iii) \( (x^2 - y^2) (t - r) + 4 (px - qy - z) = 0 \).

Also solve, by changing the independent variables to \( \xi \) and \( \eta \), where \( x^2 = \xi^2 \) and \( xy = \xi \eta \),

\[
x^2 - 2xy + y + 2y = 0 ;
\]

and, by changing the independent variables to \( \xi \) and \( \eta \), where \( x = e^{t + i} + y \) and \( y = e^{t - i} \),

\[
x^2 - y^2 = (x - y)^2 f (xy) ;
\]

12. Integrate the equations:

(i) \( \frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial x \partial y} = \alpha^2 \frac{\partial^2 z}{\partial y^2} + \frac{2}{3} \frac{\partial z}{\partial x} - \frac{2}{3} \frac{z}{x} \frac{\partial z}{\partial x} - \frac{2}{3} \frac{z}{z} \frac{\partial z}{\partial y} \);
(ii) \( \frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial x \partial y} = 0 \); (iv) \( \frac{\partial^2 z}{\partial x^2} = \frac{2}{3} \frac{z}{x} - \alpha \frac{\partial^2 z}{\partial y^2} \); (v) \( \frac{\partial^2 z}{\partial x^2} + \frac{1}{x + y} \left( \frac{\partial z}{\partial x} + \frac{\partial z}{\partial y} \right) - \frac{2}{x + y} \frac{\partial^2 z}{\partial x \partial y} = 0 \).

(Gregory.)

13. Find the surface whose equation satisfies the equation

\[
\frac{\partial^2 z}{\partial x \partial y} = 0 ,
\]

and whose trace on the plane of \( xy \) is the hyperbola \( xy = a^2 \).
14. Integrate the simultaneous equations:

\[
\begin{align*}
\frac{\partial u}{\partial x} &= \frac{\partial w}{\partial y} \\
\frac{\partial v}{\partial x} &= -\frac{\partial w}{\partial y}
\end{align*}
\]

15. Show that the simultaneous equations

\[rt + c(r + t) = 0, \quad pq + c(pq - qx) = 0,
\]

represent a series of coaxal paraboloids; and that they cut any fixed plane, perpendicular to the axis, in a series of similar cones the ratio of whose axes is

\[(c - c) : (c + c)^{\frac{1}{2}}.
\]

16. Show that the equation

\[G \cdot H + P + K = 0,
\]

in which \(G, H, K\), are functions of \(x, y, z\), and \(q\), has an intermediate integral, if

\[G \left(\frac{\partial H}{\partial z} - \frac{\partial K}{\partial x}\right) + H \left(\frac{\partial K}{\partial y} - \frac{\partial G}{\partial x}\right) + K \left(\frac{\partial G}{\partial y} - \frac{\partial H}{\partial z}\right) = 0;
\]

and obtain the integral.

Hence obtain the integral of the equation

\[(x + yz) s - yz q^2 \emptyset (x + y) = q^2 (1 - \dot{s})\]

in the form

\[
(z = e^{-\int [s(x + yz) q^2 (x + y) - q^2 (1 - \dot{s})]} dy.
\]

(Imchenetsky, and Graindorge.)

17. Obtain a solution of the equation

\[
\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = 0
\]

in a series of ascending powers of \(x\). (Lagrange.)

Solve the equation

\[
\frac{\partial^2 u}{\partial x^2} + 2\lambda \frac{\partial u}{\partial x} + \lambda^2 u + 2y \frac{\partial^2 u}{\partial x \partial y} + b \frac{\partial^2 u}{\partial y^2} + 2\xi \frac{\partial^2 u}{\partial y \partial z} + \eta \frac{\partial^2 u}{\partial z^2} = 0,
\]

where the coefficients are constants; and discuss the case in which the discriminant of the left-hand side is zero.

18. Verify that the partial differential equation

\[
\frac{\partial^2 x}{\partial x^2} - a^2 \frac{\partial^2 y}{\partial y^2} = \frac{\partial^2 x}{\partial y^2}
\]

is integrable in finite terms, if \(b \neq 2i\), where \(i\) is a positive integer.

19. Show that the complete integral of

\[
\frac{1}{a^2} \frac{\partial^2 u}{\partial x^2} - \frac{2}{a^2} \frac{\partial u}{\partial x} + \frac{n(n + 1)}{r^2} u = \frac{1}{a^2} \frac{\partial^2 u}{\partial x^2} - \frac{2}{a^2} \frac{\partial u}{\partial x} + \frac{n(n + 1)}{r^2} u
\]

(a being an integer) may be exhibited in the form

\[
u = r^m \left(1 + \frac{1}{a} \frac{\partial}{\partial r}\right)^{n} (\phi (r - at) + \psi (r - at)),
\]

where \(\phi\) and \(\psi\) are arbitrary functions; and obtain, in the form of a definite integral, the complete solution of

\[
\frac{1}{a^2} \frac{\partial^2 u}{\partial x^2} - \frac{2}{a^2} \frac{\partial u}{\partial x} + \frac{1}{a^2} \frac{\partial^2 u}{\partial x^2} = \frac{1}{a^2} \frac{\partial^2 u}{\partial x^2} - \frac{2}{a^2} \frac{\partial u}{\partial x} + \frac{1}{a^2} \frac{\partial^2 u}{\partial x^2} + \frac{1}{a^2} \frac{\partial u}{\partial x}.
\]

20. Obtain as a definite integral the solution of

\[
\frac{2}{a^2} \frac{\partial^2 y}{\partial x \partial y} - \frac{1}{a^2} \frac{\partial y}{\partial x} - \frac{\partial y}{\partial y} = \frac{1}{a^2} \frac{\partial^2 y}{\partial x^2} - \frac{2}{a^2} \frac{\partial y}{\partial x} + \frac{\partial y}{\partial y}.
\]

21. Obtain a solution of the equation

\[
\frac{\partial U}{\partial x} = a^2 \frac{\partial^2 U}{\partial x^2}
\]

in the form

\[
\pi U = \int_{-\infty}^{\infty} e^{-\sigma x - \alpha x^2} \phi (x) \, dx.
\]

22. Change the dependent variable from \(x\) to \(y\) in the equation

\[
q (1 + g) r - (p + g + 2pg) x + p (1 + p) t = 0;
\]

and hence obtain the solution of the equation in the form

\[
x + f (z) = F (x + y + z).
\]

23. Show that, if there be five functions \(e_1, e_2, e_3, e_4, e_5\) each of which satisfies the equations

\[
r = e_1 + e_2 p + e_3 q + e_4 s + e_5 t,
\]

\[
q = s + t + e_6 p + e_7 q + e_8 s + e_9 t,
\]

where the \(e_i\)'s and \(e_6\)'s are functions of \(x\) and \(y\) alone, then between them there is a linear relation with constant coefficients of the form

\[
C_1 e_1 + C_2 e_2 + C_3 e_3 + C_4 e_4 + C_5 e_5 = 0.
\]

18-5
27. Obtain the solution of

\[ \sigma = e^a \]

in the form

\[ e^a = 2 \phi(x) \psi(y) \]

\[ \{ \phi(x) + \psi(y) \}^2 \]

where \( \phi \) and \( \psi \) are arbitrary functions.

Hence integrate

\[ s = 2p. \]

Integrate also

\[ s = \phi(x) \psi(y) e^a \]

in the form

\[ e^a = \frac{2m^2 \theta(x) \chi(y)}{\sin^2 n (F' + \int f)} \]

where \( n \) is a constant, \( F''(x) = \phi(x) \partial(\theta(x)) \), and \( f''(y) = \psi(y) \chi(y) \) and \( \theta \) and \( \chi \) denote arbitrary functions.

28. Integrate by Ampère's method the equations:

(i) \[ \frac{z}{2} t + pq = 0; \]

(ii) \[ \frac{\alpha x^2}{y} r + \frac{\beta y^2}{x^2} t + (lx + my + nz) (rt - a^2) \]

\[ = (lx + my + nz) \left\{ \frac{x}{y} \left( \frac{z}{x} - \frac{P - Q}{x} \right) + \left( \frac{x}{xy - y} \right)^2 \right\}; \]

(iii) \[ qr + (p + x) s + yt + y (rt - a^2) + q = 0. \]
GENERAL EXAMPLES
OF
DIFFERENTIAL EQUATIONS
GENERAL EXAMPLES.

1. Obtain the complete primitives and (where they exist) the singular solutions of the equations:
   (i) \( p^2 - y = 0 \);
   (ii) \( 3y (1 - 2px) = x (1 - 4p^2) \);
   (iii) \( p (2y - px) = c \);
   (iv) \( y (1 + p^2) - 2xyp (1 + p) = 2 (1 - p) \);
   (v) \( y^2 p^2 - 2xyp - x^2 + 2y^2 + 2z^2 = 0 \);
   (vi) \( y^2 - 2xy (p^2 + p + 1) + x^2 p^2 = 0 \);
   (vii) \( xy^2 - 2xy + 3z = 0 \);
   (viii) \( xy^2 = (x - c)^2 \);
   (ix) \( y^2 - 2xyp + (2x - xy) p^2 = 0 \);
   (x) \( p (y + xy) + c = 0 \);
   (xi) \( (xy - y)^2 = x^2 (2y - xy) \);
   (xii) \( (xy - y)^2 = x - y \);
   (xiii) \( y^2 = p^2 (y - p) \);
   (xiv) \( (xy - y) (x^2 - y^2) = ep \);
   (xv) \( y^2 x^2 + y^2 (2x - y) + y^2 = 0 \);
   (xvi) \( y^2 x^2 - 4xpyy - 8xy + 4y^2 + 8y = 0 \);
   (xvii) \( (x^2 + y^2) (1 + p^2) = a^2 (xy - y^2)^2 \);
   (xviii) \( y^2 = 2g x^2 p + 4g x^2 \);
   (xix) \( y = x y^2 + p^2 \);
   (xx) \( y (1 + p^2) = 2xp \);
   (xxi) \( x^2 (2x^2 - x) = c (x + y)^2 \);
   (xxii) \( (x^2 + y^2)^2 (y - xp) = xyp \);
   (xxiii) \( (x^2 - xy) p + 2x^2 + 3xy - y^2 = 0 \);
   (xxiv) \( y = a (p + p^2) \);
   (xxv) \( x (3y^2 - x) = p (2x - y^2) \);
   (xxvi) \( x^2 y^2 (y - xp) = p^2 \);
   (xxvii) \( p = 2x + x^2 y - xy^2 \);
   (xxviii) \( (1 - x^3) p = xy - y^2 \);


Differential Equations

2. Given the relation \( y - px = \frac{1}{2} a^2 (a - c)^2 - \frac{1}{2} b^2 (a - c)^4 \),
   where \( c \) is the arbitrary parameter, shew how to find the corresponding differential equation. Find the curves which may or may not be singular solutions: and discuss the different cases.

3. Prove that, if the differential equation
   \[ Lp^3 + 2Mq + N = 0 \]
   has
   \[ A x^2 + 2B y^2 + 1 = 0 \]
   for its primitive, then \( LN - MP = 4 (A - B) T ^2 \), where
   \[ T = \frac{\partial (A, B)}{\partial (x, y)} \]
   and interpret the result geometrically.

4. Prove that the equation
   \[ (1 - x^3) (\frac{1}{2} dx + (1 - y)^2 dy = 0 \]
   is satisfied when
   \[ y = \frac{1 - x^2}{1 + x^2} \],
5. Verify that a primitive of the equation
\[ (1 + x^2) \frac{dy}{dx} = (1 + y^2)^{\frac{1}{2}} \]
is
\[ x^2y^2 + 2axy(x + y) + a^2(x - y)^2 - 4(x + y) + 4a = 0, \]
where \(a\) is an arbitrary constant.

6. Obtain the primitive of
\[ (x - a)(x - b) \frac{dy}{dx} + y^2 + \lambda(y + x - a)(y + x - b) = 0 \]
in the form
\[ \frac{y + \lambda(y + x - a)}{y + \lambda(y + x - b)} = \lambda \left( \frac{x - b}{x - a} \right) ^{\lambda} \]
and discuss in particular the cases when \(\lambda = 0, \lambda = -1\).

7. Transform the equation
\[ (x - a)(x - b) \frac{dy}{dx} + y^2 + (y + x - a)(y + x - b) = 0 \]
to an equation of the second order in \(z\) by a substitution
\[ y \frac{dz}{dx} = cf(x). \]

Hence integrate the equation: and discuss, in particular, the case in which \(a = b\).

8. Show that the equation \(y = xp + f(p)\) is the only ordinary equation of the first order the primitive of which can be obtained by replacing \(p\) in the equation by an arbitrary constant.

9. Show that, if the primitive of \(f(x, y, p) = 0\) be \(\phi(x, y, c) = 0\), then the primitive of \(f(p, xp - y, z) = 0\) is given by the elimination of \(p\) between the equations
\[ f(p, xp - y, z) = 0, \]
\[ \phi(p, xp - y, c) = 0. \]

10. By reciprocation with regard to the parabola \(y^2 = 2x\) or otherwise, show how to deduce the complete primitive of the equation
\[ f \left( \frac{y}{p} - \frac{p}{x}, \frac{1}{y}, \frac{1}{x} \right) = 0 \]
from that of
\[ f(x, y, p) = 0; \]
and extend the result to equations of the second order.

Solve the equation
\[ \frac{d^2 y}{dx^2} = (1 + x^2) y. \]

11. Solve the equations:

(i) \[ \frac{d^2 y}{dx^2} - 2 \frac{dy}{dx} + 2y = \sinh 2x; \]
(ii) \[ (1 + x^2) \frac{d^2 y}{dx^2} - x \frac{dy}{dx} + y = 0; \]
(iii) \[ 2x^2 \frac{d^2 y}{dx^2} + 2ax^2 \frac{dy}{dx} + x \frac{dy}{dx} - y = 3x^3 + x^2 + x; \]
(iv) \[ \frac{d^2 y}{dx^2} + 3 \frac{dy}{dx} + 2y = xe^{-x}; \]
(v) \[ x^2(x + y) \frac{d^2 y}{dx^2} = \left( y - x \frac{dy}{dx} \right) ^{2}; \]
(vi) \[ \frac{d^2 y}{dx^2} + 6 \frac{dy}{dx} + 9y = 0; \]
(vii) \[ \frac{d^2 y}{dx^2} + x^2 \frac{dy}{dx} - (x + 1)^2 y = 0; \]
(viii) \[ 2x \frac{d^2 y}{dx^2} - x \frac{dy}{dx} - 2y = \sin x; \]
(ix) \[ \frac{d^2 y}{dx^2} + x^2 y = \frac{2y}{x^2}; \]
(x) \[ \frac{d^2 y}{dx^2} + 3x \frac{dy}{dx} + 3xy = 1; \]
(xi) \[ \frac{d^2 y}{dx^2} + (2 + x - x^2) \frac{dy}{dx} - x(x + 3)y = 0; \]
(xii) \[ \frac{d^2 y}{dx^2} - \cot x \frac{dy}{dx} + y \sin x = \sin^2 x \cos (\cos x); \]
(xiii) \[ 4(1 + x^2 + x^4) \frac{d^2 y}{dx^2} = 4y; \]
(xiv) \[ (x^2 + 3x + 6) \frac{d^2 y}{dx^2} + (x^2 + x + 1) \frac{dy}{dx} - y(2x^2 + 3) = 0; \]
(xv) \[ \frac{d^2 y}{dx^2} - \frac{1}{x} \frac{dy}{dx} + 4x^2 + x \frac{dy}{dx} - 2e^x = 0; \]
(xvi) \[ \frac{d^2 y}{dx^2} + \frac{1}{x^2} \frac{dy}{dx} + ye^{-x} = 0; \]
(xvii) \[ \frac{d^2 y}{dx^2} + \frac{dy}{dx} + 3y \tan x - y \cos^2 x = 0; \]
(xviii) \[ a^2 \frac{d^2 y}{dx^2} + a^2 \frac{dy}{dx} + \frac{1}{2}(a^2 + 6)(a^2 - 4)y = x^2 e^{-4x^2}; \]
(xix) \[ (x + 1)^2 \frac{d^2 y}{dx^2} = 12y; \]
(xx) \[ \frac{d^2 y}{dx^2} = (1 + x^2) y; \]
(xxi) \[ \frac{d^2 y}{dx^2} + (x^2 + 3x + 3e^x) \frac{d^2 y}{dx^2} = 12xy; \]
(xxii) \[ x^2 \frac{d^2 y}{dx^2} - (x^2 - x) \frac{dy}{dx} + (x - 1)y = e^{x^2}; \]
(xxii) \[ \frac{d^2 y}{dx^2} + 2 \frac{dy}{dx} + 3y = \tan^2 x \sec x; \]
(xxiv) \[ \frac{d^2 y}{dx^2} + 2 \frac{dy}{dx} + x^2 y = 0; \]
(xxv) \[ \frac{d^2 y}{dx^2} + x^2 \frac{dy}{dx} - y = \log x; \]
(xxvi) \((4x^3 - y^2 x - y^2) \frac{d^2y}{dx^2} + (6x^2 - 8y) \frac{dy}{dx} + ny^2 = 0\);

(xxvii) \(\frac{1}{3} x^2 (x - 1) \frac{d^2y}{dx^2} + x (x^2 - 1) \frac{dy}{dx} + (1 + x - x^3) y = 0\);

(xxviii) \(x^2 \frac{d^2y}{dx^2} + 2(x - x^2) \frac{dy}{dx} + 2(x - x) y = 0\);

(xxix) \(x \frac{d^2y}{dx^2} + 2(x - 1) \frac{dy}{dx} - n + n + 1) y = 0\);

(xxx) \(x \frac{d^2y}{dx^2} - \frac{dy}{dx} - x y = 0\);

(xxxi) \(x\frac{d^2y}{dx^2} + (2 - 2) \frac{dy}{dx} + y = 0\);

(xxxii) \(\frac{d^2y}{dx^2} + \frac{2}{x - 3} \frac{dy}{dx} + (2 - 2) y = 0\);

(xxxiv) \(\frac{d^2y}{dx^2} = \frac{1 - 3x}{(x - 1)(1 - x)^2} y\);

(xxxv) \(x^2 (2x - 2) \frac{d^2y}{dx^2} + 2x \frac{dy}{dx} - 2y = (x - 1)^2\);

(xxxvi) \(2x (x - 1) \frac{d^2y}{dx^2} - \frac{dy}{dx} = y (x - 1)^2\);

(xxxvii) \(x^2 \frac{d^2y}{dx^2} - x^2 (1 + x) \frac{dy}{dx} + (x^2 - 2) y = 0\);

(xxxviii) \(x^2 \frac{d^2y}{dx^2} + (2x^3 - 3b) \frac{dy}{dx} + (a^2 x^3 + abx + c) y = 0\);

(xxxix) \(x^2 \frac{d^2y}{dx^2} + 2x \frac{dy}{dx} + 2y = (x + 1)^2\);

(i) \(x \frac{d^2y}{dx^2} + 2 \frac{dy}{dx} = y;\)

(ii) \(2x^2 (x - 1) \frac{d^2y}{dx^2} = (x - 2) \left(\frac{dy}{dx} - y\right);\)

(iii) \(x (1 + x) \frac{d^2y}{dx^2} + x (1 + x) \frac{dy}{dx} + y = x.\)

12. The equation
\[ x^2 \frac{d^2y}{dx^2} - 4x \frac{d^2y}{dx^2} + x (3 + x) \frac{dy}{dx} + 2 (4 + x^2) y = 0 \]
has \(x \sin x\) and \(x \cos x\) for particular integrals: find the primitive.

13. Integrate completely the equation
\[ x^2 \frac{d^2y}{dx^2} + ax^2 \frac{dy}{dx} + (bx + c) y = 0,\]
having given that \(e^{-\frac{1}{2}a^2x^2}\) is a solution.

14. Verify that the left-hand side of the equation
\[(\sin x - x \cos x) \frac{d^2y}{dx^2} - x \sin x \frac{dy}{dx} + y \sin x = x\]
vanishes when \(y = \sin x\); and obtain the primitive.

15. One integral of the equation
\[ \frac{d^2y}{dx^2} + \frac{dy}{dx} \tan x - \frac{1}{2} y (3 + 5 \tan^2 x) = 0 \]
is given by
\[ y^2 = \sec x; \]

obtain the primitive.

16. The complete primitive of \(\frac{d^2y}{dx^2} + P \frac{dy}{dx} + Q y = 0\) is of the form
\[ y = A \phi (x) + B \psi (x); \]
show that the additional term in the complete primitive of
\[ \frac{d^2y}{dx^2} + P \frac{dy}{dx} + Q y = F (x) \]
is given by
\[ \int F (x) \phi (x) \psi (x) - \psi (x) \phi (x) \phi (x) \psi (x) d \xi.\]

17. Solve the equation
\[ \frac{d^2y}{dx^2} - c^2 \frac{dy}{dx} + c^2 x y = 0,\]
where \(c\) is an even positive integer: and prove that, when \(c = 2,\)
\[ y = \int (A e^{2x} + B e^{-2x}) e^{-2x} d x + C,\]
when \(y = 1 x \phi (x)\) is a solution of the same equation with \(c = 2\) written for \(c\).
Thence (or otherwise) obtain the integral of the equation when \(c\) is an even integer.

18. Prove that, if \(y = \phi (x)\) is a solution of the equation
\[ \frac{d^2y}{dx^2} + a \frac{dy}{dx} + b y = 0,\]
then \(y = \frac{1}{x} \phi (x)\) is a solution of the same equation with \(a + 2\) written for \(a\).

19. Prove that the transformation
\[ y = \eta \xi^{-n}, \quad \xi = - (x^2 - 1)^{\frac{1}{2}}, \]
transforms Legendre's differential equation into a hypergeometric equation in which \(\eta\) is the dependent variable, and \(\xi^2\) the independent variable.

20. Show that, if
\[ y^2 - 5y^2 + 5y - 4x + 2 = 0, \]
then
\[ \frac{d^2y}{dx^2} + \frac{2x - 1}{2x (x - 1)} \frac{dy}{dx} - \frac{25}{2x (x - 1)} y = 0. \]
Account for the difference between the degree of the algebraic equation and the order of the differential equation.
21. Prove that the equation
\[ \frac{d^2y}{dx^2} + \phi(x) \frac{dy}{dx} + \psi(x)y = 0 \]
has a complete primitive of the form \( y = Af\left(\frac{a}{m}\right) + Bf\left(\frac{b}{m}\right) \), where \( A \) and \( B \)
are arbitrary constants, provided
\[ y_1 = m^2 \psi (mz) - n^2 \psi (nz) \]
is a solution of the equation
\[ \frac{dy_1}{dx} + m\phi (mx) y_1 - y_1 = m^2 \psi (mx), \]
and that then
\[ \log f(x) + y_1 dx = 0. \]
Show that there is a failure when \( m + n = 0 \).

Solve the equation
\[ abx(a+b-x) \frac{d^2y}{dx^2} + ((a+b) x^2 - (a^2 + b^2) x - ab(a+b)) \frac{dy}{dx} - ax^2 y = 0. \]

22. Prove that, for values of \( x \) between 0 and 1, the primitive of the equation
\[ x(1-x) \frac{d^2y}{dx^2} + (a+b+1)(1-2x) \frac{dy}{dx} - aby = 0 \]
is \( AF\left(\frac{a}{n}, \frac{b}{n}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, (1-2x)^2\right) + B(1-2x) F\left(\frac{a}{n} + \frac{1}{2}, \frac{b}{n} + \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, (1-2x)^2\right) \),
where \( A \) and \( B \) are arbitrary constants, and \( F(a, b, c, x) \) denotes the hypergeometric series.

23. Show that the function
\[ Q_n(x) = \frac{\pi^{\frac{1}{2}}}{2^{n+1} n \Gamma(n+1)} F\left(\frac{1}{2}, \frac{1}{2}, n + 1, 1, 0, \frac{1}{2}, 1\right) \]
is \( \psi_n(x) \), the hypergeometric series formed by the elements \( a, b, c, x \), satisfies Legendre's equation
\[ (1-x^2) \frac{d^2y}{dx^2} - 2x \frac{dy}{dx} + (n + 1) y = 0. \]

Shew also that, when the real part of \( n \) is greater than \(-1\),
\[ Q_n(x) = \int_0^x [x + (x^2 - 1)^{\frac{1}{2}} \cosh d]^{-n-1} d\zeta. \]

24. Investigate the differential equation which, with the usual notation of Bessel's functions, has its primitive of the form
\[ y = \psi(x) [A \psi (x) + B \psi (x)] , \]
and obtain the result
\[ \frac{d^2y}{dx^2} + (2m-1) \psi \frac{dy}{dx} + (m^2 - 2 \psi^2) \psi y = 0. \]
Deduce the integrals of the equations
\[ x \frac{d^2y}{dx^2} + (2m-1) \frac{dy}{dx} + xy = 0, \]
\[ x \frac{d^2y}{dx^2} + (n+1) \frac{dy}{dx} + \psi y = 0. \]

25. Express the primitive of
\[ \frac{dy}{dx} + y^2 = 0 \]
in terms of Bessel's functions, of argument \( 2x^2 \) and of order unity.

26. Prove that \( y = \left(\frac{1}{x} \frac{d}{dx}\right)^m (A \text{cosh} nx + B \text{sinh} nx) \), where \( m \) is a positive integer, is the primitive of
\[ \frac{d^2y}{dx^2} + 2m \frac{dy}{dx} + n^2 y = 0. \]
Shew also that any solution of
\[ \frac{d^2y}{dx^2} + \frac{2}{x} \frac{dy}{dx} - n^2 y = 0 \]
is a solution of
\[ \frac{d^2y}{dx^2} - 2 \left( n^2 + \frac{4}{x^2} \right) \frac{d^2y}{dx^2} + n^2 \left( n^2 + \frac{4}{x^2} \right) y = 0; \]
and obtain the primitive of the latter.

27. Shew that the complete primitive of the equation
\[ \frac{d^2y}{dx^2} + y = \frac{n(n+1)}{x^2} y, \]
when \( n \) is an integer, can be exhibited in the form
\[ y = x^{n+1} \left( A \psi_n(x) + B \psi_n(x) \right) \]
where \( \psi_n(x) = (-1)^n 1 \cdot 2 \cdot \ldots \cdot (2n+1) \frac{d}{dx} \psi_n(x) \).
30. Shew that, if 
\[ y = \frac{\sin(x - a)}{\sin x} \] 
where \( a \) is a constant, then
\[ \frac{d^2y}{dx^2} = \left( \frac{2}{\sin^2 x + \cot^2 a} \right) y ; \]
and deduce the primitive of this equation, (i) in general, (ii) when \( a = \frac{1}{2} \pi \).

31. Prove that, if \( n \) is not negative and \( m \) is a positive integer, the equation
\[ (x^2 - 1) \frac{d^2y}{dx^2} + (2n + 2) x \frac{dy}{dx} = m(n + 2n + 1)y \]
has the two solutions
\[ K_m(x) = (x^2 - 1)^{-n} \int_1^{x} (x^2 - 1)^{m+n} x^t \frac{dy}{dx} dt, \]
\[ L_m(x) = (x^2 - 1)^{-n} \int_1^{x} (x^2 - 1)^{m+n} x^t \frac{dy}{dx} dt, \]
where \( x \) is numerically greater than unity.

32. Prove that a solution of the equation
\[ \frac{1}{y} \frac{d^2y}{dx^2} - \frac{m(m - 1)}{x^2} + b^2 \]
is given by
\[ y = x^m \int_0^{\phi} \cos \theta \sin^{2m - 1} \phi + 2 \theta \]

33. Shew that
\[ y = \int_0^{x} \cos (mx \cos \phi + nx \sin \phi) d\phi \]
satisfies the equation
\[ \frac{d^2y}{dx^2} + \frac{1}{x^2} \frac{dy}{dx} + (m^2 + n^2) y = -2 \frac{m}{x} \sin \theta \cos mx. \]

34. Apply the method of solution by definite integrals to find the primitive of the equation
\[ (1 - x^2) \frac{d^2y}{dx^2} - 2x \frac{dy}{dx} - \frac{1}{2} y = 0, \]
for values of \( x \) satisfying the inequality
\[ -1 < x < 1. \]
Prove that the equation is transformed into itself by the substitutions
\[ (x - 1)(x^2 - 1) = 4, \quad y(x + 1)^3 = y'(x - 1)^3; \]
and thence obtain the primitive for values of \( x \) satisfying
\[ 1 < x < \infty. \]

35. Obtain the primitive of the equation
\[ \frac{d^2y}{dx^2} + 2x \frac{dy}{dx} + y = 0 \]
in the form
\[ \int_0^x e^{-2x} \left( A e^{-px} + B e^{px} \sin \left( \frac{\sqrt{2}}{2} px + \phi \right) \right) dx, \]
where \( A, B, C \), are arbitrary constants.

36. Prove that the equation
\[ x^2 \frac{d^2y}{dx^2} + (n + 2p + 3) \frac{dy}{dx} - x \frac{dy}{dx} - (n + 1)y = 0, \]
where \( n \) and \( p \) are real quantities greater than \( -1 \), is satisfied by
\[ y = \int_0^x (1 - x^2)(1 - t^2)^{n-1} e^{-t^2} dt, \]
for \( \theta = -1, -1, \infty. \)

37. Shew that the primitive of the equation
\[ x^2 \frac{d^2y}{dx^2} - (m + n + 1) x \frac{dy}{dx} + mny + a \left( x \frac{d^2y}{dx^2} - x \frac{dy}{dx} \right) = 0, \]
where \( m, n, p \), are positive integers in order of magnitude, is a polynomial in \( x. \)

38. Shew that every solution of the equation
\[ x^2 (x + 3)^{3/2} \frac{d^2y}{dx^2} - 3x (x + 2)^{3/2} \frac{dy}{dx} + 6 (x + 1)^{3/2} \frac{dy}{dx} - 6y = 0 \]
is a polynomial in \( x. \)

39. Shew that, if the equation
\[ \frac{d^2y}{dx^2} + P \frac{dy}{dx} + Qy = 0 \]
has
\[ y = Au + Bv \]
for its primitive, \( u \) and \( v \) being polynomial functions of \( x \), there are no squared factors in the denominator of \( P \) and no cubed factors in the denominator of \( Q. \)

40. Find the condition that the equation
\[ \frac{d^2y}{dx^2} + x \frac{dy}{dx} - \left( \frac{1 + x^2}{x} \right) y = 0 \]
should have one solution expressible in integral powers of \( x \); and shew that, when the condition is satisfied, every other solution of the equation possesses a logarithmic infinity at the origin.

41. Prove that, if the equation
\[ (A x^2 + Bx) \frac{d^2y}{dx^2} + (Dx + E) \frac{dy}{dx} + Fy = 0 \]
has a polynomial function of \( x \) as one solution, it is necessary (but not sufficient) that the quadratic \( Ap(p - 1) + Dp + F = 0 \) have a positive integer for a root.
What are the conditions that the complete primitive should be a polynomial function of \( x \)?

42. Solve the equation
\[ x^2 (x - 1)^{3/2} \frac{d^4y}{dx^4} + (x^2 - 1) \frac{dy}{dx} = 0; \]
and shew that \( x \) is a single-valued function of the quotient of two linearly independent solutions.
43. Prove that, if it is possible to determine constants \( \alpha, \beta, \gamma \), so that 
\[ \alpha y_1^2 + 2\beta y_1 y_2 + \gamma y_2^2 \]

is constant, where \( y_1 \) and \( y_2 \) are linearly independent solutions of the equation 
\[ \frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = 0, \]

then 
\[ \frac{dQ}{dx} + 2P \frac{dQ}{dx} = 0 \]

and solve the equation when this condition is satisfied.

Obtain also the respective conditions which must be satisfied by \( P \) and \( Q \), when two linearly independent integrals \( y_1 \) and \( y_2 \) obey one of the relations:

(i) \( y_1 y_2 + \alpha y_1 + \beta y_2 + \gamma = 0 \);

(ii) \( y_1^2 + y_2^2 = 1 \).

44. A relation of the form 
\[ \alpha y_1^2 + \beta y_2^2 + \gamma y_1 y_2 + 2\beta y_2 y_3 + 2\gamma y_3 y_1 + 2\beta y_3 y_2 = 0 \]

subsists among the linearly independent integrals of the equation 
\[ \frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = 0; \]

prove that 
\[ \frac{dP}{dx} + 2Q = 0, \]

and solve the differential equation.

45. Show that the differential equation of the third order, satisfied by the ratio of any solution of 
\[ \frac{d^3 y}{dx^3} + Iy = 0 \]
to any solution of 
\[ \frac{d^3 y}{dx^3} + Jy = 0, \]
is 
\[ \frac{d}{dx} \left( \frac{\frac{d^3 y}{dx^3} + (I-J) y}{\frac{d^3 y}{dx^3} + (I+J) y} \right)^2 = 2J. \]

46. Having given one solution of the equation 
\[ \frac{d^2 y}{dx^2} + P \frac{dy}{dx} + Qy = 0, \]
where \( P \) and \( Q \) are functions of \( x \), find the complete primitive of the equation and also of 
\[ \frac{dy}{dx} = Q - Py + y^2. \]

Integrate the equation 
\[ \frac{dy}{dx} = x - 1 + xy + y^2. \]

47. Find the form of \( f(y) \) in order that, by changing the independent variable from \( x \) to \( z \), where 
\[ z = x - f(y), \]
the equation 
\[ \frac{d^2 y}{dx^2} - \frac{3}{y} \left( \frac{dy}{dx} \right)^2 + 3 \frac{dy}{dx} - y = 0 \]
may be reduced to a linear equation; and hence obtain the primitives.

Similarly solve the equation 
\[ \frac{dy}{dx} \left[ 2 \left( y^2 - x \right) \left( \frac{dy}{dx} \right)^2 + 4y \frac{dy}{dx} + 1 \right] + (x + y^2) \frac{d^2 y}{dx^2} = 0. \]

48. Integrate the equation 
\[ \frac{d^2 y}{dx^2} - \frac{3}{y} \left( \frac{dy}{dx} \right)^2 + \frac{1}{y^3} \left( \frac{dy}{dx} \right)^4 = \frac{r^4}{c^2}, \]
with the condition that 
\[ \frac{dy}{dx} \]
vanishes when \( 2r = c \).

49. Prove that the differential equation 
\[ \left( \frac{d^2 y}{dx^2} \right)^n + \frac{d^3 y}{dx^3} = 5 \frac{d^2 y}{dx^2} \left( \frac{dy}{dx} \right)^3 + 4 \frac{d^3 y}{dx^3} \left[ \frac{d^2 y}{dx^2} \right]^3 = 0 \]
has \( \left( \frac{d^2 y}{dx^2} \right)^n \) as an integrating factor, for each of two values of \( n \). Hence integrate the equation completely.

50. Show that the primitive of the equation 
\[ x^2 \frac{d^2 y}{dx^2} = f'(yx - \frac{1}{x}) \]
is 
\[ f(x + \frac{1}{x} + 2f(y(x - \frac{1}{x})) - \frac{1}{x} - b + \log x), \]
where 
\[ x = yx - \frac{1}{x}. \]

Solve the equation 
\[ (x + 2bx + bx^2) \frac{d^2 y}{dx^2} = f' \left( y (x + 2bx + bx^2) - \frac{1}{x} \right) \]
by using a similar substitution; and reduce the equation 
\[ \frac{d^2 y}{dx^2} = (x^2 + 2hxy + by^2 + 2gy + e) - \frac{1}{x} \]
to this form.

51. Integrate the equations:

(i) 
\[ 1 + \left( \frac{dy}{dx} \right)^2 = \phi \frac{dy}{dx}; \]

(ii) 
\[ 2x^2 \frac{dy}{dx} + 2 = 0; \]

(iii) 
\[ \left[ x - \left( \frac{dy}{dx} \right)^2 \right] \frac{dy}{dx} = x^2 - \frac{dy}{dx}; \]

(iv) 
\[ x \frac{dy}{dx} = ny - my^2 = 2s^2; \]

(v) 
\[ \frac{d^2 y}{dx^2} + \left( \frac{dy}{dx} \right)^2 = \frac{4}{x} \frac{dy}{dx} + \frac{2}{x^2} = 0; \]

(vi) 
\[ \left[ 1 + \left( \frac{dy}{dx} \right)^2 \right] \frac{d^2 y}{dx^2} = \left( 3 \left( \frac{dy}{dx} \right)^2 - 1 \right) \left( \frac{d^2 y}{dx^2} \right)^3; \]

(vii) 
\[ xy \frac{d^2 y}{dx^2} - 2x \frac{dy}{dx}^2 + (y + 1) \frac{dy}{dx} = 0; \]

(viii) 
\[ 2x \frac{d^2 y}{dx^2} + x \frac{dy}{dx}^2 + 2 \frac{dy}{dx} = \frac{n}{x + 1} \frac{dy}{dx}; \]

(ix) 
\[ \frac{d^2 y}{dx^2} + \frac{x}{x^2 - a^2} \frac{dy}{dx} = \frac{y}{y^2 - a^2} \left( \frac{dy}{dx} \right). \]
52. Prove that the orthogonal trajectories of the curve
\[ r = \frac{k}{\beta} \cos \theta = \text{constant} \]
are the curves
\[ r^2 + \frac{2k}{\beta} \cos^2 \theta = \text{constant}; \]
and sketch roughly the two families of curves.

53. Prove that the orthogonal trajectory of the family of curves
\[ r^m = 2a^m r^m \cos m\theta + a^m = \text{c}^m, \]
where \( c \) is the variable parameter, is
\[ r^m \cos (m\theta + \gamma) = \text{c}^m \cos \gamma, \]
where \( \gamma \) is the variable parameter.

54. Prove that the system of curves, orthogonal to the family represented by the elimination of \( t \) between the equations
\[ x = f(t, \alpha), \quad y = \phi(t, \alpha), \]
\( \alpha \) being the parameter of the family, is given by substituting for \( \alpha \) the complete integral of
\[ \left( \frac{\partial f}{\partial t} \frac{\partial \phi}{\partial \alpha} + \frac{\partial f}{\partial \alpha} \frac{\partial \phi}{\partial t} \right) \frac{dx}{dt} + \left( \frac{\partial f}{\partial \alpha} \right)^2 + \left( \frac{\partial \phi}{\partial t} \right)^2 = 0. \]
Find the orthogonal system in the case
\[ x = f(t) + c \cos t, \quad y = c \sin t. \]

55. Show that, if \( u + v \sqrt{-1} \) is a function of \( x + y \sqrt{-1} \), the oblique trajectories of the system of curves \( \phi(u, v) = c \) are given by
\[ \frac{\partial \phi}{\partial u} (du - dv \tan a) + \frac{\partial \phi}{\partial v} (dv + du \tan a) = 0. \]

56. Find the differential equation of a curve cutting the coaxal circles
\[ x^2 + y^2 + 2ex + a = 0, \]
where \( v \) is parametric, at a constant angle; and integrate the equation.

57. Prove that, if
\[ f(x + iy) = u + iv, \]
where \( i \) denotes \((-1)^{1/2} \), and \( u, v \) are real, the curves
\[ u = a, \quad v = b, \]
cut orthogonally.
Show that,
(i) when \( f(u) = \log u \), the curves are concentric circles:
(ii) when \( f(u) = e^u \), the curves are catenaries of equal strength:
(iii) when \( f(u) = \cos^{-1} u \), the curves are confocals:
(iv) when \( f(u) = \tan^{-1} u \), the curves are stereographic projections of meridians and parallels of latitude on a sphere, which has the plane of \( x, y \), for its equatorial plane.

58. Prove that the equation
\[ y \frac{dy}{dx} + \frac{1}{3} \left( \frac{dy}{dx} \right)^2 + 2 \frac{d^2y}{dx^2} + \frac{2xy^2}{3(1-x^2)} = 0 \]
is satisfied by each of the quantities
\[ (a+x)^3 + (1+x^3), \quad (a+x)^3 - (1+x^3), \]
where \( a \) is a cube root of \(-1\). Obtain the primitive of the equation.

59. Solve the equations
\[ \frac{dy}{dx} + 2 \frac{dy}{dx} + 2z = e^x, \]
\[ \frac{dz}{dx} - 3y = 0. \]

60. Integrate the equations
\[ \frac{dy}{dx} + yf'(x) - yf'(x) = 0, \]
\[ \frac{dz}{dx} + yf'(x) + zf'(x)(x) = 0, \]
\( f \) and \( \phi \) being known functions of \( x \).

61. Solve the equations
\[ D(D-2)x - D(D-1)y = 0, \]
\[ (2D-1)x + D^3(D-1)y = t, \]
where \( D \) denotes \( \frac{dy}{dx} \).

62. Integrate the equations
\[ \frac{dx}{dy} = \frac{dy}{dz} = \frac{dz}{dx}, \]
\[ x + y - z = y + z - x = z + x - y. \]

63. Solve
\[ \frac{dx}{dt} - y + kx^2, \quad \frac{dy}{dt} = x - ky^2, \]
in circular functions, \( k \) being a small quantity whose square may be neglected.
Hence (or otherwise) shew how to integrate
\[ a + \beta \frac{dy}{dt} = a'x + \beta'y + x \sin t + y \cos t, \]
\[ \beta \frac{dx}{dt} - a \frac{dy}{dt} = \beta'x - a'y + x \cos t - y \sin t. \]
65. Solve the equations
\[ y = xp + p^2 - ap, \quad z = xy + pq, \]
where
\[ p = \frac{dy}{dx}, \quad q = \frac{dz}{dx}, \]
and show that there are three distinct solutions.

66. Solve the system of equations
\[ \frac{dx}{dt} = ax + by + gz, \quad \frac{dy}{dt} = hz + by + f, \quad \frac{dz}{dt} = gx + fy + az. \]
Show that, when
\[ a - \frac{bf}{g} = 0, \quad \frac{bf}{g} = \lambda, \]
the solution is
\[ x = Ae^\lambda + \frac{B}{2} e^{2\lambda}, \quad y = A'e^\lambda + \frac{B}{g} e^{\lambda}, \quad z = A'e^\lambda + \frac{B}{2} e^{2\lambda}, \]
where
\[ \frac{A}{g} + \frac{A'}{\lambda} + \frac{B}{h} = 0, \]
and
\[ \mu = \lambda + \frac{bf}{g} + \frac{a - \frac{bf}{g}}{\lambda}. \]

67. Let \( P, Q, R \) be any functions of three independent variables; and with a point \( A (x, y, z) \), associate the plane \( P + (F-y) Q + (Z-z) R = 0 \). Let a consecutive point \( B (x+dx, y+dy, z+dz) \) be taken in the plane through \( A \). Show that there are two directions through \( A \) such that the intersection of the planes, associated with \( A \) and with \( B \), is the direction \( AB \).

Interpret the result when the condition of integrability for the equation
\[ Pdx + Qdy + Rdz = 0 \]
is satisfied; and find (i) when the two directions are perpendicular, (ii) if the two directions can be coincident.

68. A doubly infinite system of similar cones in parallel planes have their centres collinear and their corresponding axes parallel. Shew that they can be cut orthogonally by a family of surfaces only if the line of centres is perpendicular to their planes.

69. Find a solution of the equation
\[ (x^2 + 2xy + y^2) dx - (x^2 + 2xy + y^2 + z^2) dy + 2(x+y) z dz = 0, \]
which is satisfied by \( x = y = z = 1 \).

70. Obtain integral equivalents of the equations:
   (i) \( \frac{d}{dx} \left( y + x \right) dx + (x + 2y + 2x) dy + (x + y) dz = 0; \)
   (ii) \( (y + z^3) dx - 2xy dy + xz dz = 0; \)
   (iii) \( xy (1 + 4xz) dx - x z (1 + 2xz) dy - xy dz = 0; \)
   (iv) \( y^2 dx + (3xy - 2x^2) dy - 2y dz = 0; \)
   (v) \( 2(x + y) y dx - x^2 dy + (x + 2x) y^2 dz = 0; \)
   (vi) \( y^2 (x^2 - y^2) dx + x z^2 (y^2 - x z) dy + x^2 (x - y z) dz = 0; \)
   (vii) \( 2xy + x z^2 dx - x z dy - (x^2 - x y + x z) dz = 0; \)
   (viii) \( y^2 (y z - \sin x) dx + x z^2 (y z - \sin y) dy + x y (y z + x z \sin y - x z y) dz = 0; \)
   (ix) \( (x^2 - x y + y^2) x dx - (x^2 + x^2 - x y) y dy - (x + y) (x y + x^2) dz = 0; \)
   (x) \( (y + z) (x y^2 - 1) dx + x z^2 y^2 (x y + x z) \left( \frac{dy}{y} + \frac{dz}{z} \right) + x (dy + dz) = 0; \)
   (xi) \( y^2 (y z^2 - x^2 y) dx - (x^2 + x^2 - x y) x dy + (x y^2 - x z^2) dz = 0; \)
   (xii) \( y^2 (y z^2 - x z) dx - (x z - 1) dy - (x y - x z) dz = 0; \)
   (xiii) \( z (x + y) dx + x dy - (x + y + x z) x dz = 0; \)
   (xiv) \( (x^3 + 2xy - y^3) dx + (x^2 - 2xy - 2y^2 + x) dy + (x + y) dz = 0; \)
   (xv) \( (x^3 + 2xy - y^3) dy + (y^2 + x z^2 + 2x z^2 - x z^2) dz = 2x (y^2 + z^3 + y z) dz. \)

71. Find an integral equivalent of the equation
\[ x dy dx (b - c) + y dy dz c - a + z dz dy (a - b) = 0. \]

72. Show that the differential equation of a plane curve
\[ f(x, y, z, x dz - y dy, x dx - z dx, x dy - y dz) = 0, \]
where \( x, y, z \) are homogeneous point-coordinates, is transformable to
\[ f(xwdw - yudw, xwdw - uwdw, xwdw - uwdw, u, v, w) = 0 \]
by the introduction of line-coordinates from the equation
\[ x^2 + y^2 + z^2 = 0. \]

Obtain the primitive of the equation
\[ ax^2 (y dz - x dy) + by^n (x dz - x dy) + c z (x dy - y dz) = 0 \]
in the form
\[ Ax^{l-n} + By^{l-n} + Cz^{l-n} = 0, \]
and apply the above transformation to deduce the primitive of
\[ ax (y dz - x dy)^n + by (x dz - x dy)^n + cz (x dy - y dz)^n = 0. \]

73. Integrate the partial differential equations:
   (i) \( y^2 = gx; \)
   (ii) \( z = px^m q^n; \)
   (iii) \( \frac{p^2}{y} = \frac{1}{z} \left( \frac{1}{x} + \frac{1}{y} \right); \)
   (iv) \( (pq - p) (1 + x^2 + y) y dz = 0; \)
   (v) \( 3 (p + q) + (p - q)^2 z = 48; \)
74. Show that any partial differential equation of the form

\[ F(p, q, z - px - qy, \frac{y}{x}) = 0 \]

has a family of solutions in common with \( z - px - qy = a \).

75. Obtain a complete integral of the equation

\[ pxy (xy + 2x^2) + z (gy - z) (y - x^2) = 0 \]

in the form

\[ \frac{x + a}{y} + \frac{y + b}{x} + \frac{z}{x} = 0; \]

and investigate the nature of the integral

\[ \frac{x}{y} + \frac{y}{z} + \frac{2}{y^2 z^2} = 0. \]

Also show that

\[ (z - \alpha)^2 = 4x + 4y, \]

\[ qy (z - \alpha) = \alpha^2 x + y^2, \]

are integrals of the equation

\[ xy^2 + ypx = 1; \]

and indicate their relation to one another.

76. Obtain a complete integral of the equation

\[ 4x^2 = y^2 + z^2 \]

in the form

\[ z = f(x + \lambda y) \]

and derive from it the solutions

(i) \( z = (x - \alpha)^2 + (y - b)^2 \),

(ii) \((x + y^2) (z - x^2 - z) = 4 \alpha^2 (x^2 + y^2)\).

77. Prove that the general integral of

\[ z = xp + yq + pq \]

can be obtained by eliminating \( t \) between the equations

\[ \frac{d}{dt} \left( \frac{p}{q} \right) - \epsilon \frac{d}{dt} \left( \frac{1}{q} \right) + \frac{dp}{dt} = 0, \]

\[ y \frac{d}{dt} \left( \frac{q}{p} \right) - \epsilon \frac{d}{dt} \left( \frac{1}{p} \right) + \frac{dq}{dt} = 0, \]

when, in the latter, \( p \) and \( q \) are arbitrary functions of the variable \( t \).
78. Solve the equation
\[ b(yz + axe) + a(bex + by) = ab(a^2 - c^2); \]
and show that the solution represents any surface generated by lines meeting two given lines.

79. Investigate the integral of
\[ x^2 + y^2 + x + y = 0, \]
containing the line \( x = a, y = 0; \) and obtain it in the form
\[ z = 4x - 2y + (2x + 4y - 3 - a) + y - x - 1. \]

80. Find the surface, which satisfies the equation
\[ (x + y) p + (x - y) q = z, \]
and passes through the curve \( x^2 + y^2 = 1, z = c. \)

81. Determine the surface which satisfies the differential equation
\[ (x^2 - a^2) p + (x^2 - a^2) q = 2(z^2 + y^2) z; \]
and passes through the curve \( x = 0, z = y^2 = c^2. \)

82. Integrate the equation
\[ (x^2 + 3xy^2) p + (y^2 + 3x^2 y) q = 2(z^2 + y^2) z; \]
and find an integral which represents a surface passing through the circle
\[ x^2 + y^2 = c^2, z = c. \]

83. Obtain the primitives of the equation
\[ \frac{x^2}{p^2} + \frac{y^2}{q^2} = z^2; \]
and illustrate the results by a geometrical interpretation.

Investigate the equations of surfaces possessing the property that the paralleloiped contained by the radius vector from the origin, a unit length along the perpendicular to the tangent plane, and a unit length along the axis of \( z, \) is of constant volume.

84. Find the differential equation of a surface, normals to which have intercepts between the coordinate planes of constant ratios \( b - c : c - a : a - b. \)
Obtain a complete primitive in the form
\[ \frac{x^2}{a + \lambda} + \frac{y^2}{b + \mu} + \frac{z^2}{c + \nu} + \mu = 0; \]
and determine the nature of the solution
\[ (b - c)x + (c - a)y + (a - b)z = 0. \]

85. If the complex of lines \( \phi (a, b, c, f, g, h) = 0 \) be the complex of tangents to a surface, the equation
\[ \frac{\partial f}{\partial x} \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} \frac{\partial f}{\partial y} + \frac{\partial f}{\partial z} \frac{\partial f}{\partial z} = 0 \]
is satisfied. Is the condition sufficient, as well as necessary?

Transform this equation to
\[ \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} + \frac{\partial f}{\partial z} = 0, \]
where the variables are now the quotients of \( a, b, f, g, h, \) by \( h; \) and show how the complex of tangent lines is contained in the general integral of this equation.

86. The square of the reciprocal of the perpendicular from the origin on the tangent plane of a surface is equal to \( f(u), \) where \( u \) is the reciprocal of the radius vector. Obtain a primitive of the differential equation of the surface in polar coordinates in the form
\[ f(u) - u^2 \frac{d}{du} = \{u + \sin^{-1} \left( \tan u \cot \theta \right) \sin a - \sin^{-1} \left( \tan a \cos \theta \right) + \beta. \]

87. Integrate the equations:
(i) \( z = p_1 (p_1 + p_2) + p_2 p_1 (p_2 + p_2 p_1); \)
(ii) \( x^2 (x + 1) = z z p_1 (z p_2 + z p_1); \)
(iii) \( x_1 + x_2 + z = p_1 + (x_1 + x_2 + z) + x_1 + x_2 - p_2 = 0. \)

88. Show that the equation
\[ p_1^2 + p_2^2 + p_3^2 = 2 (p_1 x_1 + p_2 x_2 + p_3 x_3) \]
has the integrals
(i) \( \frac{x_1^2}{x_1 + a_1} + \frac{x_2^2}{x_1 + a_2} + \frac{x_3^2}{x_1 + a_3} = 1; \)
(ii) \( (x - c) (\lambda^2 + \mu^2 + \nu^2) = (\lambda x_1 + \mu x_2 + \nu x_3)^2; \)
(iii) \( (x + c^2 - 2x^2 - 2x^2 y^2 + y^2 + z^2 (x_1^2 + x_2^2)) = 0; \)
and show how to derive (ii) and (iii) from (i), also (i) and (iii) from (ii).

89. Show that the equations
\[ (x - y) \frac{\partial f}{\partial x} - 2(x - y) \frac{\partial f}{\partial y} + 3(x + y + 2z) \frac{\partial f}{\partial z} = 0, \]
\[ (y + z) \frac{\partial f}{\partial x} + 2(2x - 2y - z) \frac{\partial f}{\partial y} - 3(2x + y + 3z) \frac{\partial f}{\partial z} = 0, \]
have a common solution. Find the solution, and show that it may be determined by a single quadradature.
90. Obtain the most general integral common to the equations
\[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = f(x^2 + y^2 + z^2), \]
\[ \frac{1}{z} \frac{\partial u}{\partial z} = \frac{1}{x} \frac{\partial u}{\partial x}. \]

91. Find all the solutions common to the two equations
\[ P_1 P_2 P_3 = P_4 \]
\[ P_1 x_1 = P_2 x_2 + P_3 x_3 + P_4 x_4. \]

92. Show that the most general function satisfying both the equations
\[ -x_1 P_1 + x_2 P_2 + x_3 P_3 + x_4 P_4 = 0, \]
\[ 2(x_1 + x_2) P_2 + x_3 (P_3 + P_4) = 0, \]
is a function of the two quantities
\[ x_1^2 (x_2^2 - (x_3 + x_4)^2), \quad (x_3 - x_4 + x_1). \]

93. Shew that, if
\[ u = \sigma \left( \frac{x^2}{a^2} + \frac{1}{x} \frac{\partial u}{\partial x} \right) e^{\lambda x}, \]
then
\[ \frac{\partial u}{\partial a} = 4 \frac{\partial u}{\partial x} + 4 \frac{\partial u}{\partial a}; \]
and thence deduce that
\[ u (1 - 4 \partial a) = \sigma e^{\frac{x^2}{a^2}}. \]

94. Integrate the equations:
   (i) \[ P (Q + q) r + (Q (Q + q) - P (P + p)) s - Q (P + p) t = 0; \]
   where \[ P = \frac{y + \varphi}{\varphi - xy}; \quad Q = \frac{x + \varphi}{xy - \varphi}; \]
   (ii) \[ x^2 r - y^2 t = xy; \]
   (iii) \[ x^2 r = a t; \]
   (iv) \[ q^2 + ps + qt = 0; \]
   (v) \[ x^2 r - y^2 t = x^2 + yq = xy; \]
   (vi) \[ z (r - \lambda t) = p^2 - \lambda^2 q^2; \]
   (vii) \[ (y - x) (q^2 r - 2 pq s + p^2 t) = (p + q)^3 (p - q); \]
   (viii) \[ (y - x) (pq (r - t) + (q^2 - p^2) s) + 2 p q (p + q) = 0; \]
   (ix) \[ x^2 r + (a + b) x^2 y^2 s + a b x^2 y t = y^2 p + a b x q; \]
   (x) \[ (q^2 + x^2) ((x + y) r - p^2 (p + q) + (p + q)^2) ((x + y) s - (p + q)^2 (p + q)); \]
\[ = 2 (q^2 + x^2) ((x + y) s - (1 + p q) (p + q)). \]

95. If \( \varepsilon \) is any solution of the equation
\[ \frac{\partial^2 x}{\partial x \partial y} + \frac{\kappa}{(x - y)^2} \varepsilon = 0, \]
\( \kappa \) being a constant, then
\[ \frac{\partial x}{\partial x} + \frac{\partial y}{\partial y}, \quad x \frac{\partial x}{\partial x} + y \frac{\partial y}{\partial y}, \quad x^2 \frac{\partial x}{\partial x} + y^2 \frac{\partial y}{\partial y}, \]
are also solutions.

96. Solve the equation
\[ \frac{\partial^2 z}{\partial x \partial y} = -x y z; \]
and verify that
\[ z = \int_0^x \cos (xy \cos \phi) \, d \phi; \]
is a solution.

97. Show that an integral of the equation
\[ \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} + \frac{\partial}{\partial y} \left( \frac{\partial u}{\partial y} \right) \right) = 0 \]
is given by
\[ u = \int_0^x f (x \cos \phi + iy) \, d \phi, \]
where \( f \) is an arbitrary function; and that the real part of the integral
\[ \int_0^x \cos \phi f (x \cos \phi + iy) \, d \phi \]
satisfies the equation
\[ \frac{\partial}{\partial x} \left( \frac{1}{a} \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{a} \frac{\partial u}{\partial y} \right) = 0. \]

98. Solve the equation
\[ (gt - r^2) = a^2 r t; \]
and shew that the common solution of the equations
\[ r = g t, \quad a = \sqrt{(k/k)} \]
is
\[ z = \sum_{k=1}^{\infty} A_0 + 2 \sum_{k=1}^{\infty} A_k \omega^{nk} + \omega^{2nk}, \]
where \( \omega \) is a cube root of unity.

99. If \( P, Q, R, \) are three arbitrary functions of \( u, \) subject to the condition
\[ p^2 + q^2 + r^2 = 0; \]
if \( u \) be determined as a function of \( x, y, z, \) by the equation
\[ au = x p + y q + z r, \]
where \( a \) is any constant; and if
\[ v = F(u) + \frac{G(u)}{a - x p^2 - y q^2 - z r^2}, \]
where \( F \) and \( G \) are arbitrary functions; then
\[ \frac{\partial v}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial v}{\partial z} = 0. \]
100. Show that the most general integral function of the $n$th degree in the variables, which satisfies the equation

$$\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = \nabla^2 u = 0,$$

is

$$u = V - \frac{r^2 \varphi}{2(2n-1)} + \frac{r^4 \varphi}{2,4(2n-1)(2n-3)} + \cdots,$$

where $V$ is an arbitrary homogeneous integral function of $x, y, z$, of degree $n$, and $r^2$ denotes $x^2 + y^2 + z^2$.

Show also that the particular integral of the equation

$$\nabla^2 u = \phi,$$

where $\phi$ is a homogeneous integral function of $x, y, z$, of degree $n - 2$, is

$$u = \frac{r^2 \phi}{2(2n-1)} - \frac{r^4 \varphi}{2,4(2n-1)(2n-3)} + \cdots.$$
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